# A heuristic mathematical approach for modeling constraint cumulativity: Contrastive focus in Spanish and Catalan 

ARIA ADLI


#### Abstract

This work presents a heuristic mathematical approach to modeling and quantifying constraint violations. The empirical phenomenon consists of different word orders with contrastive focus in the Spanish variety of Catalonia and in Catalan. Experimental data has been collected with a gradient acceptability judgment test for auditorily presented focus constructions.

The most unmarked position for contrastively focused objects in the Spanish of Catalonia is in situ or sentence-final, while in Catalan sentence-initial and in situ position is preferred. In Spanish, the subject has to be postverbal if the focus is preposed, but these constructions still remain marked.

These results are explained with a model according to which each constraint has a numerical violation cost, and according to which the costs of all constraints violated by a sentence cumulate. The presumed constraint set is analyzed with an algebraic approach based on a system of linear equations with which violation costs are calculated. The methodology is heuristic in the sense that it can be used for exploring whether there could be a "missing piece". Such a missing piece would be another constraint to be included post hoc in the set. It corresponds to another unknown added to the system of linear equations.


## 1. Introduction

In this work I want to present a heuristic mathematical approach and discuss its possibilities as well as its limitations in modeling and quantifying constraint violations. Gradient acceptability judgments have been collected on various constructions with contrastive focus in Catalan and the Spanish variety of Catalonia, two typologically and geographically closely related languages. Subjects
listened to recordings of test sentences, which systematically varied with respect to two structural aspects: the position of the focused element, and preverbal versus postverbal subject (the test sentences will be presented in Section 2).

The data is analyzed in a model of cumulative constraint violation costs. Different models of constraint cumulativity have been proposed in the literature. The one I apply is probably closest to Keller's (2000) approach (which has inherited important elements from Uszkoreit 1987; Legendre et al. 1990; and has probably also influenced Potts et al. 2010). The heuristic mathematical approach can provide new theoretical insights, because it can hint at the relevance of constraints that had not been integrated in the initial tableau. At the same time, it is not an automatic problem solver: In some cases it can be applied seamlessly to the data. In others its application demands compromises, e.g., a reformulation of one of the constraints of the initial set, and the researcher is then required to decide whether she/he accepts such modification.

The primary goal of the heuristic mathematical methodology which is constitutive of the subfield of experimental mathematics, is not hypothesis testing but hypothesis generation, i.e. it is used to gain conceptual insights in model building. Heuristic quantitative techniques are commonly used in psychology and in the social sciences, manifest for example in studies that apply factor analysis, cluster analysis or canonical correlation. This approach is not new in linguistics either, although it has not been linked, as far as I know, to this methodological context. Quantitative simulation studies fall into this class, for example the simulations conducted by Jäger (2007) in his evolutionary game theory model to typological variation in case systems.

I am not proposing a new theory of constraint competition. Rather, I present a complementary methodological approach, which can be useful in modeling acceptability judgments. It can prove useful in studies that try to relate theoretical and empirical perspectives in linguistics - a line of research that has been enjoying increased interest in recent years (see for example the papers in Featherston and Winkler 2009; Winkler and Featherston 2009; Boye and EngbergPedersen 2010). I will leave the question how this approach should be modified in order to be applicable to frequency data from corpora, for future research. Furthermore, I am not concerned with the issue of probabilistic modeling, such as stochastic OT (Boersma and Hayes 2001) or maximal entropy (Berger et al. 1996).

After laying out basic notions of contrastive focus constructions, especially for Romance, I present the experimental acceptability judgment test. Then I analyze the data in a series of analyses of variance (ANOVA) and formulate, based on these results, the initial set of constraints. Once this much background is established, the study turns to the heuristic mathematical approach. It is applied first on data from Catalan, then on data from the Spanish of Catalonia. The entire procedure will result in a set of constraints, each of them associated
with a specific violation cost, which can explain the fine-grained differences in markedness between different word orders of focus constructions in both languages. The paper concludes with a discussion on the possibilities and limitations of the heuristic mathematical approach.

### 1.1. Nomenclature of focus

At the most general level, focus represents the non-presuppositional part of the sentence as opposed to the presuppositional part (Chomsky 1971; Jackendoff 1972). Zubizarreta and Vergnaud (2005: Sec. 2) suggest the definition in (1), an idea that goes back to Halliday (1967).
(1) In a sentence $\mathrm{S}=\alpha \mathrm{X} \beta, \mathrm{X}$ is a possible focus just in case S would count as a felicitous answer to the question $\mathrm{Q}=w h-\mathrm{X} \alpha \beta$.

Krifka (2007) proposes a definition based on the insight provided by Alternative Semantics (Rooth 1985, 1992): "Focus indicates the presence of alternatives that are relevant for the interpretation of linguistic expressions". He situates focus in the broader context of information structure and information packaging, departing from Chafe's (1976) proposal, according to which information packaging can be described as the continuous change of the Common Ground (Karttunen 1974) of the discourse participants. Various types of focus have been distinguished in the literature (under differing labels, though, which can sometimes be confusing).

First, we distinguish between different domains of the focus structure. ${ }^{1}$ The domain of the focus in the answer is explicit in the corresponding question. Wide focus refers to sentences with the largest focus structure (the entire TP) which answer the question "what happened?" as is shown in (2). We use the term narrow focus to refer to all focus structures that correspond to a constituent below TP, e.g. the subject DP, the entire VP, or any of the VP arguments. (3) demonstrates a case in which the object argument is focused.
(2) Q. What happened?
A. $\quad[\text { John bought a car in Madrid }]_{F}$.
(3) Q. What did John buy in Madrid?
A. John bought [a car] ${ }_{F}$ in Madrid.

1. Unlike Zubizarreta (1998) and Zubizarreta and Vergnaud (2005), I prefer the term domain of focus over scope of focus, in order to refer to wide and narrow focus. It is important to be aware of the fact that the notion of scope does not coincide with the notion of focus (see constructions with focus-sensitive operators such as 'only', Rooth 1985).

Second, we distinguish between $i$-focus and c-focus, a distinction based on the semantic property of exhaustivity. Exhaustivity means that the description or referent has to be unique (Halliday 1967; Rochemont 1986; Kiss 1998). A focus constituent with this property "exhaustively identifies the proper subset of a contextually relevant set of entities as the one for which the predicate holds" (Horvath 2000: 201). Following Zubizarreta and Vergnaud's (2005) terminology, exhaustive focus is referred to as contrastive focus (or c-focus or c-F) and non-exhaustive focus as informational focus (or i-focus or i-F). Many languages show different surface patterns for c-focus compared to i-focus (see Selkirk 2002). For example, c-focus in Hungarian must appear left-adjacent to the verb, while i-focus can appear in various positions, typically postverbally (Kiss 1998). The two types have different contexts: a question in the case of i-focus and an assertion in the case of c-focus. For example (4a) is the context of the i-focus in (4b), which is in turn the context of the c-focus in (4c). ${ }^{2}$ The distinction between i-focus and c-focus basically corresponds to what Kiss (1998) calls "presentational focus" and "identificational focus" (apart from the fact that according to him, the features [+exhaustive] and [+contrastive] do not co-occur in all languages).
(4) a. What did John buy in Madrid?
b. John bought $[\text { a car }]_{\mathrm{i}-\mathrm{F}}$ in Madrid.
c. No, John bought [a BICYCLE $]_{\mathrm{c}-\mathrm{F}}$ in Madrid.

This example also highlights another semantic difference between the two types of focus. While focus in general has the function of assigning a value to the variable introduced by the presupposition, c-focus, in addition, negates the value given to the variable by the presupposition in order to assign an alternative value to it (Zubizarreta 1999: 4226-4228). Semantically, both emphasis as in (6a) and c-focus as in (6b) make a statement about the truth-value of the assertion introduced by its context statement in (5). However, c-focus also assigns a different value to the variable introduced in (5). Consequently, emphasis has a purely metagrammatical function (correction, repair, denial, reassertion of the hearer's presupposition), while c-focus has both a metagrammatical and a grammatical function (i.e., also the introduction of a variable with its value in establishing a focus-background structure). Further work on the semantic
2. Henceforth, I illustrate nuclear stress by underlining the entire word on which the nuclear accent (a term I reserve to i-focus) falls. Contrastive and emphatic stress is always represented by UPPERcase letters. The domain is marked by the index F (more precisely i-F or c-F) following the closing bracket, e.g., $[\ldots]_{\mathrm{i}-\mathrm{F}}$. The symbol for the focus domain should not be confounded with the focus feature F which will be shown as an index preceding the closing bracket, e.g., [... F].
aspect of focus has been carried out by Szabolcsi (1981), Krifka (1991, 2007), Diesing (1992), Rooth (1992), and Schwarzschild (1999).
(5) I'm sure that John bought a car in Madrid, although he has no money.
(6) a. You are right. John DID buy a car in Madrid.
b. No, John did not buy a car. He bought a BICYCLE in Madrid.

Third, we distinguish between expression focus and denotation focus (Krifka 2007). The former is typically used for corrections, often correlating with negation, and it does not need to carry constituents or meaningful units, as illustrated by (7).

## (7) No, you don't write ex[TRO $]_{\mathrm{F}} v e r t e d ~ b u t ~ e x[T R A]_{\mathrm{F}} v e r t e d$.

However, the great majority of the literature is concerned with denomination focus, which carries on the meaning. Technically, it concerns the meaning $\|\alpha\|$ of an expression, where focus leads to the assumption of a set of alternative meanings. For example, sentence (4b) ('John bought a car ${ }_{i-F}$ in Madrid') induces the alternatives $\{\operatorname{bought}(\operatorname{car})(x) \mid x \in$ entity $\}$. Based on this distinction, Krifka (2007) proposes the definition given in (8) with which I work. It is inspired by Rooth's (1992) Alternative Semantics. The focus-induced alternatives correspond to the Hamblin $(1958,1973)$ meaning of questions, i.e., a set of propositions, each being the denotation of a congruent answer (see Krifka 2004 for further discussion).
(8) A property F of an expression $\alpha$ is a Focus property iff F signals (a) that alternatives of (parts of) the expression $\alpha$ or (b) alternatives of the denotation of (parts of) $\alpha$ are relevant for the interpretation of $\alpha$.
Not all combinations of these three dimensions given above are possible. Cfocus cannot be wide but only narrow. Furthermore, expression focus cannot be i-focus, but only c-focus (and thus only narrow). Building on this nomenclature, we can narrow down the phenomenon we are studying in the experimental sentences to narrow denotation c-focus in declaratives. ${ }^{3}$

### 1.2. Nuclear stress and prosodically motivated movement in Romance

In the following I present some preliminaries on the relation between prosody, focus, and syntax. For reasons of clarity, I will first present some facts con-
3. Some languages exhibit syntactic configurations that correspond to contrastively focused whquestions. This is for example the case with scrambled wh-NPs in Persian (Karimi 2005) or with wh-clefts in French (Zubizarreta and Vergnaud 2005). Unlike in declaratives, c-focus questions do typically not negate the previous value given to the variable by the presupposition. Rather, they have a strong existential presupposition (Adli 2010).
cerning i-focus before turning to c-focus. Certain positions of nuclear stress are incompatible with certain focus domains. Observe the contrast between (9a) and (9b). It can be explained by the principle in (10) which is the Nu clear Stress Rule (abbreviated NSR), more precisely its version proposed for Romance languages (Zubizarreta 1998; Zubizarreta and Vergnaud 2005). ${ }^{4}$ Its definition incorporates the intonational phrase or I-phrase of the prosodic hierarchy (Liberman 1975; Pierrehumbert 1980).

$$
\begin{align*}
& \text { a. } \quad \begin{array}{c}
*\left[E l \text { bebé } \text { llora }_{\mathrm{i}}^{\mathrm{i}-\mathrm{F} .}\right. \\
\text { the baby cries } \\
\text { b. } \quad\left[E l \text { bebé } \underline{\text { llora }}_{\mathrm{i}}^{\mathrm{i}-\mathrm{F} .}\right.
\end{array} \tag{9}
\end{align*}
$$

(10) In Romance, nuclear stress falls on the rightmost accented word within the I-phrase.
When prosodic means are used for information packaging, in particular for distinguishing between focus and background, then there must be some sort of constraint on the placement of prosodic prominence, which is the NSR for Romance in (10), and some sort of constraint on the correspondence of focus and prosody, which is given in (11). The latter goes back to Chomsky (1971) and Jackendoff (1972), and is known since Zubizarreta (1998) under the label focus-prosody correspondence principle (FPCP). Furthermore, Zubizarreta (1998: 21) proposes the Focus Prominence Rule (FPR) in (12), which builds on the FPCP. The FPR captures, in X-bar theoretic terms, the fact that the Fstructure of the sentence is constrained by the location of main prominence (and not by the distribution of the pitch accents, as claimed by Gussenhoven 1984; Selkirk 1984, 1995). ${ }^{5}$
4. The Romance version in (10) is very similar to the first formulation of the NSR proposed by Chomsky \& Halle (1968) for Germanic languages ('The rightmost word-level stress of a phrase bears main stress within that phrase'). Unlike Romance, subsequent work showed that the algorithm for NSR is more complicated in Germanic, because the placement of nuclear stress is sensitive to syntactic structure in these languages. In order to capture this sensitivity, Zubizarreta (1998:56) proposed a modularized NSR in two parts where the first one applies to a tree structure without the deaccented nodes, and the second one to the full-fledged tree based on asymmetric c-command. However, Romance languages, except for French (and also except for Catalan, see below), do not deaccent anaphoric and defocalized material, which means that there is no need to distinguish between syntactic and metrical tree (Zubizarreta 1998: 77).
5. The F-structure is a syntactic structure in which the constituent interpreted as focus or part of the focus has been marked with the diacritic [F] (following Jackendoff 1972, the F-structure contains additional information on the division between focus, i.e., $[+\mathrm{F}]$, and presupposition, i.e., $[-F])$.

FPCP: The focused constituent (or F-marked constituent) must contain the intonational nucleus of the intonational phrase, where the intonational nucleus is identified as the syllable that bears main phrasal prominence.
FPR: Given two sister categories $\mathrm{C}_{\mathrm{i}}$ (marked $[+\mathrm{F}]$ ) and $\mathrm{C}_{\mathrm{j}}$, (marked $[-F]), C_{i}$ is more prominent than $C_{j}$.

Both principles together, the FPCP (11) and the NSR for Romance (10), predict that the focused element must occur at the right edge of the corresponding I-phrase. Zubizarreta (1998) highlights the resulting syntactic consequences. Any defocalized constituent that appears to the right of the i-focused element within the same I-phrase has to be displaced, as shown in the illicit case (14a) (the configuration in (14a) would only be licit with c-focus). This can be achieved either by placing the defocalized element after an intonational boundary, i.e., in a different I-phrase, as is shown in the right-dislocation in (14b). Or it can be done by $p$-movement as in (14c). Like scrambling (and also Scandinavian object-shift), $p$-movement targets an intermediate clause position (see López 2009: 8-11 on the difference between scrambling and p-movement).

> Qué comió María en el restaurante?
> what ate Maria in the restaurant
(Sp.)


By displacing the defocalized constituent, nuclear stress can fall on the rightmost constituent within the I-phrase. In these examples, the object-DP carries narrow i-focus. This type of movement is prosodically motivated in order to comply with both the FPR and the NSR. Therefore Zubizarreta calls the displacement of the entire $[-\mathrm{F}]$-marked material into a position above the $[+\mathrm{F}]-$ marked constituent $p$-movement. The purpose of this movement operation is not feature checking in the Minimalist sense. Its purpose is "that the focalized constituent is in a position to receive prominence via the [NSR] thus ensuring that the output is compatible with the FPR" (Zubizarreta 1998: 124).

The same is claimed for prosodically prominent subjects. According to $\mathrm{Zu}-$ bizarreta (1998: 76, 127), an i-focus construction like (15a), whether $[\underline{S}]_{i-\mathrm{F}} \mathrm{VO}$ or [ $\underline{S V O}]_{i-F}$, is not possible, because it violates the NSR in (10). According to Zubizarreta (1998: 127) the problem is resolved by moving all [ -F ]-marked material to a higher position, in order for the prosodically prominent subject to
appear in a postverbal position. With respect to (15b) with its bracketed representation in (15c), she first assumes overt verb movement to T driven by a strong V-feature in T, followed by the adjunction of the entire VP to the left of $\nu$ P. She proposes that this second step is $p$-movement. Note that I do not follow the assumption defended by some authors that VOS is the underlying word order in Catalan (Bonet 1990; Vallduví 1993) and Spanish (Fernández-Soriano 1989; Contreras 1991).
(15)

$$
\begin{aligned}
& \text { a. El niño come el helado. } \\
& \text { the boy eats the ice-cream } \\
& \text { b. }\left[\text { Come el helado el } \frac{\text { niño }]_{\mathrm{i}} \mathrm{~F}}{}\right. \\
& \text { eats the ice-cream the boy } \\
& \text { c. }\left[\mathrm { TP } \text { come } T \left[{ } ^ { \mathrm { vP } } [ \mathrm { vP } \text { un helado } ] _ { \mathrm { i } } \left[{ }_{v \mathrm{P}} \text { el niño }{ }_{[+\mathrm{F}]} v\right.\right.\right. \text { (Sp.) } \\
& \left.\left.\left.t_{\mathrm{i}}\right]\right]\right]
\end{aligned}
$$

However, Gabriel (2007: 172), based on recorded speech data, shows that a default postverbal subject position is restricted to a specific case, namely to i-focus constructions with a cliticized object, e.g. lo substituting el helado in (16b). As soon as the object is a full DP, the default subject position is preverbal, thus $(15 \mathrm{a})>(15 \mathrm{~b})(P>Q$ means that $P$ is preferred over $Q)$. This preference is supposed to be even stronger in ditransitive constructions, i.e., $(17 \mathrm{a})>(17 \mathrm{~b})$. A similar situation has been reported for Catalan (López 2009: 132), where the basic word order of wide i-focus is SVO as in (18).
(16) a. $\quad[\text { Come el helado el niño }]_{i-\mathrm{F}}$ (Sp.)
b. [Lo come el niño $]_{\mathrm{i}-\mathrm{F}}$
(Sp.) CLIT $_{3 \text { sg }}$ eats the boy

$$
\left.\begin{array}{lllllllll}
\text { (17) } & \text { a. } \quad[E l \text { niño da el helado a su hermana }]_{\mathrm{i}-\mathrm{F}} & \text { (Sp.) }  \tag{17}\\
\text { the boy gives the ice-cream to his sister }
\end{array}\right]
$$

## 1.3. $C$-focus in Romance

The above-mentioned debate on the nature of preverbal subjects relates to the issue whether in general fronted focused elements in sentence-initial position (foco antepuesto) are necessarily contrastive in Spanish as in the $[\mathrm{S}]_{\mathrm{c}-\mathrm{F}} \mathrm{VO}$ construction (19).
$\left.\begin{array}{cllll}{[E l} & \text { NIN } O\end{array}\right]_{\text {c-F }}$ come un helado.

The controversy in the literature is obvious. While some authors only consider c-focus possible (di Tullio 1997: 363; Zubizarreta 1998: 20-22, 1999: 4239; Ordóñez 2000: 29ff.; Revert-Sanz 2001: 27; Samek-Lodovici 2001: 347; Gutiérrez-Bravo 2002: 51; Zagona 2002: 211; Martín-Butragueño 2005: 135), some also observe fronted i-focus and would accept for example, a $[S]_{i-F} V O$ variant of (19) (Domínguez 2004: 150).

Concerning the relation between prosody and syntax, example (19) has shown that contrastive focus cannot be subject to the NSR. One has to distinguish between two types of phrasal dominance related to contrastive and non-contrastive focus, which are presumably governed by different rules, a fact already pointed out by Chomsky (1971) and Jackendoff (1972). The purpose of this rule is to identify c-focus and metalinguistic functions such as emphasis (see Casielles-Suarez 1997 on Spanish; Prieto 2002a on Catalan). As regards c-focus, phrasal prominence is not generated by NSR, but by the Focus/Contrastive Stress Correspondence Principle in (20). In other words, there are two different main prominence assignment rules: the NSR and the Focus/Contrastive Stress Correspondence Principle (Zubizarreta 1998: 45, 77). The Catalan examples (21a) and (21b) show that the focus domain can be restricted to the contrastively stressed noun head. It cannot cover the whole subject DP because the included PP cannot be F-marked according to (20): $\mathrm{N}^{0}$ does not dominate the PP (technically speaking, the focus projection rules postulated by Selkirk 1995: 561 in order to explain the domain of i-focus, do not apply; c-focus has much more restricted projection rules).
(20) A word with contrastive stress must be dominated by every F-marked constituent in the phrase.

> a. El[CAFÈ $]_{\mathrm{c} \text {-F }}$ de l'Ecuador és molt fort (i no el cacau de (Cat.) l'Ecuador).
> 'The coffee from Ecuador is very strong (not the cocoa from Ecuador)'.
> b. *El [CAFĖ de l'Ecuador $]_{\mathrm{c}-\mathrm{F}}$ és molt fort (i no el cacau (Cat.) del Brasil).
> 'The coffee from Ecuador is very strong (not the cocoa from Brazil)'.

The placement of contrastive stress is less restricted than the placement of nuclear stress in i-focus. It can be realized on syllables that are metrically weak in the phonological word. Recall the examples of expression focus (7) above. Also recall the Spanish example (14a) above, showing that $\mathrm{O}_{\mathrm{i}-\mathrm{F}}$ in an SVOP is infelicitous. The same order with $\mathrm{O}_{\mathrm{c}-\mathrm{F}}$ is felicitous as (22) shows. Unlike ifocus, c-focus in Romance can also be realized in situ or in a fronted position.

$$
\begin{array}{llllll}
\text { María comió } & {[U N A} & S O P A]_{\mathrm{c}-\mathrm{F}} & \text { en el } & \text { restaurante. } \\
\text { Maria } & \text { ate } & \mathrm{a} & \text { soup } & \text { in the restaurant }
\end{array}
$$

Vallduví (1995) points out that an important element in assuring focus prominence in Catalan is defocalization of the material following the c-focus. Defocalized material can be long, i.e. cover various phrases, as shown in the Catalan sentences (23), (24a), and (24b). Defocalized XPs are free to appear in different linear orders, which is not the case in constructions without c-focus and defocalization as in (25a) and (25b). Interestingly, examples (26a) and (26b) from Zubizarreta (1998: 156) show that the order of defocalized material after c-focus in Spanish is not free. She argues against Chomsky's (1981) and Rizzi's (1982) claim according to which postverbal subjects in Spanish (and other Romance languages) are right-adjoined to VP due to the fixed order of deaccented object-PP. Vallduví (1995) proposes that defocalized XPs in Catalan are not in their in situ position but left- or right-dislocated. According to his analysis, the preposed c-focus in (23), (24a), and (24b) is in situ, while all other constituents have been right-dislocated and adjoined to IP. While Vallduví (1993) applies his dislocation analysis to all preverbal subjects (for counter-arguments, see Sheehan 2007; Feldhausen 2008), I do not adopt it in the following.
(23) $\quad[\text { Al FUSTER }]_{\mathrm{c}-\mathrm{F}}$ la mare va donar les claus. (Cat.)
to the carpenter the mother gave the keys
(24) a. $[A \quad D I S N E Y W O R L D]_{\mathrm{c}-\mathrm{F}}$ portarem el nen aquest (Cat.) to Disneyworld take ${ }_{1 p l, f u t}$ the boy this estiu. summer
b. $\quad\left[\begin{array}{ll}A & D I S N E Y W O R L D\end{array}\right]_{\text {c-F }}$ el nen portarem aquest (Cat.) to Disneyworld the boy take $_{1 \text { pl,fut }}$ this estiu. summer
a. *Portarem a Disneyworld el nen aquest estiu. (Cat.) take $_{1 \text { pl,fut }}$ to Disneyworld the boy this summer
b. *El nen portarem a Disneyworld aquest estiu. (Cat.) the boy take ${ }_{1 p l, \text { fut }}$ to Disneyworld this summer
a. Escondio $\left.\begin{array}{lll}{[e l} & N I N O\end{array}\right]_{\text {c-F }}$ el libro debajo de la hid the boy the book under the cama.
bed
b. *Escondio $\left.\begin{array}{llll}\text { el } & N I N \\ O\end{array}\right]_{\text {c-F }}$ debajo de la cama (Sp.) hid the boy under the bed el libro. the book

Note that certain elements are generally deaccented (Ladd 1980: 81; Gussenhoven 1984; Selkirk 1984), i.e., they are pronounced with a reduced pitch range, perceived as less prominent, and therefore cannot be the locus of nuclear stress (e.g., anaphoric elements in Germanic languages). An interesting difference between Catalan and Spanish is that defocalized material after cfocus in Catalan is always deaccented, pronounced with a reduced pitch on a low plateau. However, defocalized material after c-focus in Spanish does not necessarily need to be deaccented (Zubizarreta 1998: 156); see Selkirk (1995) on deaccented postfocal material.

The sentences above also show another interesting point: Preverbal c-focus in Catalan does not need to be left-adjacent to the verb, as we can see in (23) and (24b). Catalan behaves in this respect like Italian. Example (27) is taken from Rizzi (1997: 299) (the observation goes back to Antinucci and Cinque 1977). Such data is supporting the assumption of a rich CP-layer in Catalan. Rizzi's (1997) assumption of the full-fledged C-system is shown in (28). It includes an optional Focus or Emphasis projection, as well as an optional (recursive) Topic projection located between CP and TP.


$$
\begin{equation*}
\ldots \mathrm{C}^{0} \text { (Top*) (Foc) (Top*) ... } \tag{28}
\end{equation*}
$$

Barbosa (2001:33) assumes that the CP layer in Spanish lacks FocP as an independent head and that foco antepuesto is therefore moved to the Spec of TP. Zubizarreta (1998: 100) presents a similar view in her generalized TP analysis, assuming that in a number of languages discourse-based functional features (topic, focus, emphasis, etc.) can combine with the T-feature to form syncretic categories such as T/topic, T/focus, etc. It has been argued that preverbal focus in Spanish is, unlike for example in Italian, supposed to be obligatorily left-adjacent to the verb (which is questionable, as will be discussed later). A structure where T is the landing site for several discourse-related elements, with topic in TopP preceding focus in T, would look as in (29).

$$
\begin{equation*}
\text { [СРС } \left.\left.\left[\text { Topp } \text { Top* }^{*}\left[\text { тР } \mathrm{T}_{\mathrm{Foc} / \mathrm{Wh}}[\mathrm{vP} \text { Subject v [vPV Object }]\right]\right]\right]\right] \tag{29}
\end{equation*}
$$

However, we will see in Section 3.3 that the experimental results for the Spanish variety of Catalonia support a rich CP-layer. My working hypothesis is that both Catalan and the Spanish variety of Catalonia have a C-system as in (28).

### 1.4. Constraint-based approach

My point of departure are OT syntax approaches that have been proposed for focus-based word order variation, on which I will build a model based on cumulative constraint violation costs. A recent OT syntax work on focus and word order has been presented by Gabriel (2007: 236-255). He splits Grimshaw's (1997) OT-syntax translation of the basic rule of derivational economy (30) into (31a), and (31b) in order to reflect Zubizarreta's (1998) distinction between genuine syntactic movement and $p$-movement.
(30) Stay:

Do not move.
(31) a. *COPY:

No copies.
b. Stay- $\phi$ :

No chain-external material.
Zubizarreta (1998: 105-107) considers fronting of a focused element in Spanish as an operation of core syntax, on a par with wh-movement. Building on previous work on the specifics of focus movement (see Szendröi 2005 for an overview), I do not reduce movement of $[+\mathrm{F}]$-marked and $[-\mathrm{F}]$-marked material to the same constraint, thus splitting the "classic" STAY constraint into three parts: STAY- $\phi$ that applies to $p$-movement, ${ }^{*} \operatorname{COPY}_{[-\mathrm{F}]}$ that applies to the displacement of (non-p-moved) defocalized (or focally neutral) material, and * $\operatorname{COPY}_{[+\mathrm{F}]}$ that applies to the displacement of focused material. I leave the question open as to whether $* \operatorname{CoPY}_{[+\mathrm{F}]}$ also applies to $w h$-movement.
a. ${ }^{*} \operatorname{COPY}_{[-\mathrm{F}]}$ :

No copies of $[-F]$-marked material.
b. ${ }^{*} \operatorname{COPY}_{[+\mathrm{F}]}$ :

No copies of $[+F]$-marked material.
Furthermore, we will need Grimshaw and Samek-Lodovici's (1998: 194) formulation (33) of the Full Interpretation (FULLINT) constraint (originally introduced in Grimshaw 1997), and Gussenhoven's (2004: 160) AlignFoc constraint in (34) (originally introduced in Grimshaw and Samek-Lodovici 1998). I also refer to Büring and Gutiérrez-Bravo's (2001) FocusProminence constraint in (35), which reformulates Zubizarreta's (1998: 21) FPR in (12).

Fullint:
Parse lexical conceptual structure. Failed by expletives and auxiliary do.
(34) AlignFoc:

The focus constituent right-aligns with the I-phrase.

## FocusProminence:

Focus is most prominent.
Gussenhoven's (2004: 160) AlignFoc constraint (34), which goes back to Grimshaw and Samek-Lodovici's (1998) essentially identical AlignFocus constraint, expresses the reduced C-NSR for Romance in (10). Unlike C-NSR, which only applies to i-focus, (34) is supposed to apply to both i-focus and c-focus. Note that (34) belongs to the family of alignment constraints that concern the relation between grammatical and prosodic structure (see Truckenbrodt 2007: 437ff.).

Working with a stochastic OT approach, Gabriel (2007: 300) stresses that (31b), (33), and (34) are the three constraints on which an analysis of focusbased word order variation in Romance has to concentrate. Apart from the fact that they can cross-linguistically appear in a different default order, they can also appear in a different order within a language due to the probabilistic rules of the framework. However, their default ranking in Spanish is, according to him, as in (36). FOCUSPROMINENCE is not relevant for modeling variation because it is supposed to be the highest-ranked constraint, i.e., to be non-violable. He considers AlignFoc, Fullint, and Stay- $\phi$ to have a common area of overlap in the sense of stochastic OT in order to explain different outputs, i.e., basically every possible ranking can actually occur (still, the ranking in (36) has the highest probability).

```
ALIGNFOC \(\gg\) FULLInT \(\gg\) STAY- \(\phi\)
a. \(\quad[E l \text { niño come el helado }]_{i-\mathrm{F}}\)
    the boy eats the ice-cream
b. [Come el helado el niño] \(]_{i-\mathrm{F}}\)
```

As regards the examples (15a) and (16a), repeated as (37a) and (37b), FULLInt is violated in (37b) due to the postverbal subject. The postverbal subject is supposed to remain in $\nu$ P-internal position (Suñer 1994) such that the EPP-feature in the Spec of TP has to be deleted by pro $_{\text {Expl. }}{ }^{6}$ In addition, this construction violates *Copy due to the movement of the verb, and it violates Stay- $\phi$ due to $p$-movement of the direct object which becomes chain-external. Therefore the well-formedness of (37b) indicates that there must be at least one other higher-ranked constraint that is not violated by the sentence - which is precisely AlignFoc. On the other hand, an i-focus construction with preverbal subject such as (37a) violates neither Fullint nor Stay- $\phi$. However, it does violate AlignFoc because the subject-DP that carries nuclear stress is not

[^0]at the right edge of the I-phrase. (37a) also violates *COPY because the preverbal subject is raised to the Spec of TP. Assuming the ranking AlignFoc $\gg$ FULLInt $\gg$ StaY- $\phi$, a standard OT approach would predict that (37a) is ungrammatical. However, both (37a) and (37b) are possible constructions. The stochastic OT approach can explain why the selection points can differ between two evaluations such that ALIGNFOC is sometimes lower ranked and other times higher ranked.

My analysis applies a different constraint-based framework. Inspired by Keller's (2000) work, I work with the idea of quantifiable constraint violation costs that are cumulated to determine the acceptability value of a sentence. A similar model is Harmonic Grammar (Legendre et al. 1990), which is implemented as a connectionist network. Both approaches are modifications (or a predecessor in the case of Harmonic Grammar) of Prince and Smolensky's (1993) standard OT in which all candidates but the winner are ungrammatical. Contrasting with this view, I rely on the idea that there are constraints whose violation leads to suboptimality without necessarily causing ungrammaticality. Such an approach is necessary in order to account for gradience and markedness, which neither standard OT nor stochastic OT can do, at least not without incorporating additional assumptions. Several studies have already presented constraint-based models that account for gradience. Müller (1999) proposed a modification of standard OT distinguishing between grammaticality constraints and markedness constraints: Some competitions would lead to more than one optimal candidate. In these cases, the optimal candidates would undergo a second competition, this time with a different set of constraints, namely markedness constraints. Coetzee $(2004,2006)$ assumes in his rank-ordering model of EVAL a critical cut-off that divides the constraint set into those constraints that a language is willing to violate and those that a language is not willing to violate. Violations of constraints below the cut-off point do not lead to ungrammaticality but to markedness. Gutiérrez-Bravo (2006) applies a similar approach in which he incorporates the notion of relative markedness into his analysis of word order variants in Spanish.

Keller (2000), also inspired by Uszkoreit's (1987) ideas on cumulativity in grammar, suggests that the cost of all violated constraints determines the final result (see also Pater 2009). He associates each constraint with a numerical weight representing the reduction in acceptability caused by a violation of this constraint. The acceptability of a structure is assumed to correspond to the weighted sum of the constraint violations it incurs. The weights correspond to constraint ranks (Keller 2000: 252/253). Cumulative numeric violation costs entail the notion of ganging-up cumulativity, if we understand cumulativity such that the effect of two weaker constraints might be stronger than the effect of one stronger constraint (see Jäger and Rosenbach 2006 for a discussion of different notions of cumulativity).

An approach based on specific violation costs and constraint cumulativity is particularly powerful when applied to experimental gradient acceptability data. It allows one to harvest the fruits of experimentally obtained gradient judgments, in order to propose theoretical insights on grammar.

## 2. Experimental approach

The word orders that are going to be studied with the experimental acceptability judgment test are shown in (38a) to (38h) for Catalan and (39a) to (39h) for Spanish. The context preceding this example is "no, no les claus" for Catalan and "no, no las llaves" for Spanish, meaning 'no, not the keys' (more details on the experimental material is given in Section 2.3). I am looking at four different positions of the c-focused object-DP (initial, after topic, in situ, and postposed). Furthermore, there is a variant with preverbal and one with postverbal subject for each of these four focus positions. The design thus contains the three independent variables focus position (A), subject position (B), and language (C), as in the table below. It does not separate object position and focus position (the interaction of these two factors would have to be dealt with in future research).

Table 1: Three-way ANOVA design

| B: subject position | A: position of focused object |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $a_{1}$ : preposed/ sentence-initial |  | $\mathrm{a}_{2}$ : preposed/ after topic |  | $\begin{aligned} & \mathrm{a}_{3}: \text { in } \\ & \text { situ } \end{aligned}$ |  | $\mathrm{a}_{4}$ : postposed/ sentence-final |  |
|  | Cat. | Span. | Cat. | Span. | Cat. | Span. | Cat. | Span. |
| $\mathrm{b}_{1}$ : preverbal | (38a) | (39a) | (38c) | (39c) | (38e) | (39e) | (38g) | (39g) |
| $\mathrm{b}_{2}$ : postverbal | (38b) | (39b) | (38d) | (39d) | (38f) | (39f) | (38h) | (39h) |


|  | EL MÒBIL en Martí vaperdre the cell phone the Martí lost per casa. <br> at home | $[\mathrm{O}]_{\mathrm{c}-\mathrm{F}} \mathrm{SVP}$ | (Cat.) |
| :---: | :---: | :---: | :---: |
| b. | EL MÒBIL va perdre en Martí per casa. | $[\mathrm{O}]_{\mathrm{c}-\mathrm{F}} \mathrm{VSP}$ | (Cat.) |
| c. | Per casa EL MÒBIL en Martí va perdre. | $\mathrm{P}[\mathrm{O}]_{\mathrm{c}-\mathrm{F}} \mathrm{SV}$ | (Cat.) |
| d. | Per casa EL MÒBIL va perdre en Martí. | $\mathrm{P}[\mathrm{O}]_{\mathrm{c}-\mathrm{F}} \mathrm{VS}$ | (Cat.) |
|  | En Martí va perdre EL MÒBIL per casa. | $\mathrm{SV}[\mathrm{O}]_{\mathrm{c}-\mathrm{F}} \mathrm{P}$ | (Cat.) |
|  | Va perdre en Martí EL MÒBIL per casa. | $\mathrm{VS}[\mathrm{O}]_{\mathrm{c}-\mathrm{F}} \mathrm{P}$ | (Cat.) |
|  | En Martí va perdre per casa EL MÒBIL. | SVP[O] $]_{\text {c-F }}$ | (Cat.) |
| h. | Va perdre en Martí per casa EL MÒBIL. | $\mathrm{VSP}[\mathrm{O}]_{\mathrm{c}-\mathrm{F}}$ | (Cat.) |


| a. | EL MÓVIL Martín perdió por casa. | $[\mathrm{O}]_{\mathrm{c}-\mathrm{F}} \mathrm{SVP}$ | (Sp.) |
| :--- | :--- | :--- | :--- |
| b. | EL MÓVIL perdió Martín por casa. | $[\mathrm{O}]_{\mathrm{c}-\mathrm{F}} \mathrm{VSP}$ | (Sp.) |
| c. | Por casa EL MÓVIL Martín perdió. | $\mathrm{P}[\mathrm{O}]_{\mathrm{c}-\mathrm{F}} \mathrm{SV}$ | (Sp.) |
| d. | Por casa EL MÓVIL perdió Martín. | $\mathrm{P}[\mathrm{O}]_{\mathrm{c}-\mathrm{F}} \mathrm{VS}$ | (Sp.) |
| e. | Martín perdió EL MÓVIL por casa. | $\mathrm{SV}[\mathrm{O}]_{\mathrm{c}-\mathrm{FP}}$ | (Sp.) |
| f. | Perdió Martín EL MÓVIL por casa. | $\mathrm{VS}[\mathrm{O}]_{\mathrm{c}-\mathrm{FP}}$ | (Sp.) |
| g. | Martín perdió por casa EL MÓVIL. | $\mathrm{SVP}[\mathrm{O}]_{\mathrm{c}-\mathrm{F}}$ | (Sp.) |
| h. | Perdió Martín por casa EL MÓVIL. | $\mathrm{VSP}[\mathrm{O}]_{\mathrm{c}-\mathrm{F}}$ | (Sp.) |

In the remainder of this section, I will present the method of data collection, the sampling plan, and the construction of the experimental test sentences.

### 2.1. Gradient acceptability test for auditory stimuli

Obtaining reliable and precise data concerning the focus-prosody interface constitutes a major methodological challenge because of the particular importance of intonation and context that have to be controlled (Zubizarreta 1999: 4218). Linguistic evidence, in particular grammaticality judgments, is far from always being solid (see, e.g., Schütze 1996), even without the additional challenges related to the focus-prosody interface. Data from spontaneous speech constitute undoubtedly the most natural source of evidence. While it is an appropriate source for determining differences in frequency between felicitous constructions, it is an inappropriate source for working on systematic differences in markedness because a number of (marked) constructions hardly occur or do not occur at all in spontaneous speech. The problem is that judgments cannot be reliable if (i) the suprasegmental characteristics of the phonetic realization and (ii) the focus-background structure are not carefully controlled for (Zubizarreta and Vergnaud 2005: Sec. 1). This was the motivation for developing in the scope of this study an acceptability judgment test for auditorily presented stimuli. In this test, subjects listen to a test sentence and give a nuanced judgment. They sat in a quiet room in front of a notebook computer with 15 -inch display and wore closed stereo headphones.

Subjects rate the acceptability of the sentence on a graphic rating scale (also known under the label 'visual analogue scale'). Compared to classic categorical rating, graphic rating allows for the expression of fine nuances in a very intuitive way. This technique has been first described by Hayes and Patterson (1921). Validation tests based on different kinds of subjective perceptions or sensations report a discrimating capacity (or sensitivity) superior to the widespread categorical rating scale (Carlsson 1983; Reips and Funke 2008; Turner et al. 2008). In the present study, subjects draw a line on the computer screen by dragging a cross on a horizontal slider, which runs from 0 to 100 . The longer


Figure 1: Acceptability judgment test
the line the higher is the degree of acceptability. ${ }^{7}$ In addition, the actual value is displayed under the slider. Compared with paper and pencil versions of graphic rating tests (Adli 2005), the computer-based gradient acceptability test is easier to handle for subjects. The length of the line can be adjusted, and there is seamless integration with digital audio playback. The instrument is coded in the programming language $p h p$ and runs in a normal browser window.

Upon clicking on the "next" button, playback of the following sentence starts. Subjects have the possibility of listening to the sentence again by clicking on the play button of the media toolbar; they can then adjust their judgment. However, once they click on the "next" button, they cannot go back. Subjects first judge an anchoring sentence. Its judgment remains visible in the upper part of the screen while they proceed through the test sentences (one by one, presented in a randomized order) in the lower part of the screen.

[^1]A suboptimal construction that mostly received a judgment in the intermediate scale range was chosen as the anchoring sentence. ${ }^{8}$ An intermediate scale anchor generally helps to improve the precision of the instrument.

Subjects can determine not only the degree of acceptability by estimating the distance from the left (absolutely ungrammatical) and the right (obviously grammatical) endpoints, but can also compare it with a prior judgment to see how much their judgment differs.

Before starting the experimental phase, subjects sat down with the experimenter and were instructed and trained according to a nine-step procedure in which they essentially learned and practiced the concepts of gradience (as opposed to a binary perception of grammaticality), and isolated grammaticality (in order to minimize artifacts from irrelevant aspects such as pragmatic plausibility). The training started with written stimuli, namely sentences on paper strips, and continued with auditory stimuli at the computer. The sentences were presented in a randomized order. On average, the instructions lasted 15 minutes and the experimental phase 20 minutes. A demo version of the computer-based gradient acceptability judgment test for auditory stimuli as well as examples of the recordings of the experimental material are available online (the link can be found at The Linguistic Review on www.reference-global.com).

### 2.2. Participants

Data on Spanish and Catalan focus constructions was collected in February and March 2008 during fieldwork in Barcelona. The Spanish variety studied is the one spoken in Catalonia, which still belongs to the understudied varieties. A fundamental question that arises when working on the Spanish of Catalonia and on Catalan is how to deal with the fact that the majority of the inhabitants of Catalonia are bilingual. According to the 2001 census, $83.4 \%$ of the persons between 20 and 39 years, and $90 \%$ of the persons with high school degree or higher speak Catalan (IDESCAT 2007: 593). Basically all speakers of Catalan are also speakers of Spanish. If a speaker of Spanish is not a speaker of Catalan, she/he is in most cases a migrant from a monolingual Spanish-speaking region. There are two methodological options to deal with this situation: minimizing bilingualism (excluding it would not be possible), or embracing and

[^2]systematically controlling it. The first option consists of a comparison of two independent samples, namely Spanish monolinguals from Catalonia and Catalan speakers with Catalan as their dominant language. One would look for the latter mainly outside of Barcelona, ideally in rural areas. This option was rejected for the following reasons: First, the samples would not be comparable, because the Catalan speakers would still be bilinguals (though the balance between the languages would be in favor of Catalan). Second, Spanish monolinguals of Catalonia often have a specific social trajectory, because they are usually migrants from other parts of Spain. ${ }^{9}$ Consequently, the question would arise whether they should not rather count as speakers of the variety of their region (or country) of origin. Given that social difference and the issue of migration is not the object of this study, such a sampling would go against the aim of socially and dialectally homogeneous subjects.

I opted for the second option, because bilingualism represents the natural linguistic situation in Catalonia. This trend is even increasing (shown by the inverse correlation between knowledge of Catalan and age, IDESCAT 2007: 593). In this respect, the situation is not comparable to the one of secondgeneration migrants in essentially monolingual societies where bilingual speakers belong to a minority. Rather than trying (in vain) to exclude the phenomenon of bilingualism, I controlled for it, by selecting speakers with fairly balanced bilingualism, i.e. with a comparable proficiency of Spanish and Catalan. Thus, the design controls for this variable, but still respects the criterion of external validity. ${ }^{10}$

In bilingualism research a widely accepted view is the autonomy hypothesis according to which bilingual children develop separate grammatical L1 systems (e.g., Lindholm and Padilla 1978; Meisel 1986). Irrespective of this idea, there is a debate whether autonomous language systems influence each other or not, in other words whether the system of a bilingual person differs from the one of a monolingual person.

Some authors assume that possible interferences are restricted to the level of performance and that they do not affect competence (Paradis and Genesee 1996). Others, however, assume a systemic influence at the level of competence. There are two general positions on the conditions and the nature of influence. On the one hand, it has been argued that influence is driven by lan-
9. Since the Linguistic Normalization Act in 1983 a substantial proportion of the school education is conducted in Catalan (Pradilla 2001).
10. The control of bilingualism is also reflected in the instruction phase of the gradient acceptability test. At the onset, the language spoken between the subject and the equally bilingual experimenter was Catalan. Then the experimental phase for Catalan started. A short break followed during which the experimenter switched the language of conversation from Catalan to Spanish. Finally, the subjects continued with the experimental phase for Spanish.
guage dominance according to which structures of the dominant language can influence the structures of the non-dominant one (Yip and Matthews 2000; Bernardini and Schlyter 2004). On the other, it has been claimed that language dominance is not a relevant factor. Rather influence could be traced back to language-internal factors, mainly in terms of presence or absence of overlap between specific grammatical properties of the two languages (Hulk and Müller 2000). Kupisch (2007) argues that both dominance and language-internal factors play a role

In this study, I adress the issue of potential dominance effects by selecting fairly balanced bilinguals (the notion of perfectly balanced bilinguals is probably too much of an idealization, see Grosjean 1982). One should bear in mind that the issue of interference has mainly been discussed for children during their acquisition, and authors who defend this position do not necessarily believe that interference persists beyond the main acquisition period (assuming that other factors such as attrition do not come into play). However, given those voices which claim that influence is not a mere performance phenomenon, and that it might occur independently of dominance, and that it might extend into adult age, I cannot exclude interferences between the grammatical systems of my bilingual subjects, precisely because the issue is still open and controversial. Importantly, if there is interference, I would not consider it as an artifact. Rather, it would reflect how the Spanish of Catalonia and Catalan are. The language contact situation is a constitutive element of these languages or varieties. ${ }^{11}$

The sample consisted of $\mathrm{N}=54$ carefully selected speakers of Catalan and the Spanish variety of Catalonia who can be considered as fairly balanced bilinguals. ${ }^{12}$ A strict definition of bilingual language balance was applied during selection. Subjects actually had to grow up speaking both languages in their families (in most cases, they spoke Catalan with one parent and Spanish with the other parent or with a grandparent), they had to be active bilinguals by the age of six, and they had to have maintained an active daily use of both languages. Nevertheless, if the author and the two local assistants (who themselves conformed to these criteria) suspected any language dominance, the subject was excluded. Furthermore, subjects self-evaluated, in a final questionnaire, their level of bilingualism on a 7-point semantic differential scale, with the
11. The same argument would also hold for a number of other multilingual regions in the world (many Western and Central African countries, various Spanish-speaking South-American countries with substantial proportion of indigenous population, etc.).
12. As a side note: A design with balanced bilinguals has an advantage over a design with two monolingual samples in terms of statistical power. Instead of comparing two independent samples of monolinguals consisting of N/2 subjects each, one compares two dependent samples of N subjects each. It thus allows more reliable conclusions, which is important when we want to look at nuanced differences of markedness.
endpoints "only Catalan" (1) and "only Spanish" (7). The mean value 4.1 corresponds to the answer "totally balanced" (4), confirming the adequacy of the selection criteria.

The sample consisted of $60 \%$ women and $40 \%$ men. Their age ranged from 17 to 48 (the mean age was 27 and a half). Dialectal variation was nearly absent ( $94 \%$ grew up with the Central Catalan dialect). The data of 51 fulfilled the validity criteria and were used in this analysis (the bilingualism of two people did not seem sufficiently balanced, and one participant was excluded due to insufficient cooperation).

### 2.3. Experimental material, test constructions, and mean values

An important methodological issue concerns the question whether specific phonetic characteristics should be superposed on the test material (e.g., reading exactly according to a predefined tone structure), or whether natural speech behavior should be given priority. Face (2002: 90) has shown in his study of phonetic and phonological properties of c-focus in Spanish that there are multiple intonational strategies: (i) a $L^{*}+H$ pitch accent with a higher $\mathrm{F}^{0}$ peak compared to declaratives with wide focus, (ii) a focal $\mathrm{L}+\mathrm{H}^{*}$ pitch accent, (iii) $\mathrm{H}^{-}$, or (iv) $\mathrm{L}^{-}$following the c-focused word. As for Catalan, Prieto (2002a: 414, 2002b: Sec. 4.5.2) illustrates a pitch contour of c-focus with a high peak on the c-focused word followed by a low, flat $\mathrm{F}^{0}$. She describes the contrastive pitch accent as $\mathrm{H}^{*}+\mathrm{L}$ (however, she also points out that there is more than one intonational realization). Estebas-Vilaplana (2003) claims that c-focus is realized as $\mathrm{H}^{*} \mathrm{~L}^{-}$, i.e., that the L corresponds to a phrase accent (see also EstebasVilaplana 2000).

However, it is not clear which factors determine the choice of these intonational variants. Furthermore, suprasegmental features are difficult to identify, especially in complex constructions, given that they do not have unique phonetic correlates (Zubizarreta and Vergnaud 2005: Sec. 1). A more appropriate approach seems to consist of recording linguistically trained native speakers. Since they are familiar with marked and ungrammatical constructions, they can utter them more easily in a fluid and natural manner. Linguistic training also ensures full understanding of the concepts of contrastive focus, presupposition, emphasis, context, etc. For this purpose, one male and one female graduate student of linguistics from Barcelona, both balanced bilinguals, were recorded. They were supposed to read the test sentences in a natural way, i.e., without trying to imitate a predetermined pitch contour and without producing exaggerated 'laboratory speech'. The material is preceded by a context to make the presupposition, in order to elicit an unambiguous interpretation as contrastive stress and not as emphatic stress (examples can be found in Zu -
bizarreta 1999: 4229). The context to c-focus is salient due to the negation of the presupposition.

Different lexical material for verbs and nouns is used in each sentence in order to avoid artifacts due to repetition (such as habituation or priming effects). ${ }^{13}$ The material was digitally recorded using the ProTools system and Sony ECM77B condenser microphones. Each item was recorded several times, and the

best realization (most natural reading, with clearly perceivable but not exaggerated nuclear stress according to the opinion of three persons) was chosen for the final experimental material. The male speaker recorded approximately one half and the female speaker the other half of the final material.

Each construction was presented in two lexical variants to every participant. The dependent variable is the mean value of the two lexical variants (statistical reliability, in terms of Cronbach's $\alpha$ and the intercorrelation coefficient, is generally higher if the result for a specific construction is based on more than one item or lexical variant, Adli 2005). Subjects saw $2 \times 8=16$ Catalan experimental sentences plus one anchoring sentence, $2 \times 8=16$ Spanish experimental test sentences plus one anchoring sentence, to which one has to add 10 sentences from the instruction and training phase, which is a total of 44 gradient judgments per person. ${ }^{14}$

The gradient judgment data is analyzed with a three-way analysis of variance, i.e., a design with three independent variables as given in Table 1 (position of the c-focused object, subject position, and language). The following figures show the mean gradient acceptability values for each construction. They directly reflect the answers of the subjects on the graphic rating scale from 0 to 100 . A continuous line connects the results for constructions with preverbal subject, and a dashed line the results for constructions with postverbal subject. Furthermore, lines with square markers correspond to Catalan sentences, while lines with diamond-shaped markers correspond to Spanish sentences. The four horizontal categories represent the different positions of the c-focused object. In view of a better readability, Figure 3 and Figure 4 show the results for Catalan and Spanish separately. ${ }^{15}$

The fact that even the best candidates of each set, (38e) and (39e), do not obtain a mean value close to the scale maximum 100 but a value below 75 , does not mean that these constructions are suboptimal. Rather, it reflects a common
14. In addition, the experimental session included acceptability judgments on other linguistic phenomena such as interrogatives, which are not the topic of the present work. Although those stimuli are not filler sentences in the narrow sense, they nevertheless contribute to a diversification of the material.
15. The following table lists mean value and standard deviation for all sentences:

|  | $(38 \mathrm{a})$ | $(38 \mathrm{~b})$ | $(38 \mathrm{c})$ | $(38 \mathrm{~d})$ | $(38 \mathrm{e})$ | $(38 \mathrm{f})$ | $(38 \mathrm{~g})$ | $(38 \mathrm{~h})$ | $(39 \mathrm{a})$ | $(39 \mathrm{~b})$ | $(39 \mathrm{c})$ | $(39 \mathrm{~d})$ | $(39 \mathrm{e})$ | $(39 \mathrm{f})$ | $(39 \mathrm{~h})$ | $(39 \mathrm{~g})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\bar{x}$ | 65.8 | 59.3 | 38.6 | 45.2 | 69.2 | 60.3 | 59.7 | 46.7 | 53.8 | 61.8 | 41.8 | 52.7 | 74.6 | 55.6 | 69.8 | 44.0 |
| $s$ | 20.2 | 20.6 | 14.9 | 17.4 | 20.9 | 18.4 | 20.4 | 18.8 | 19.3 | 18.3 | 17.0 | 19.2 | 21.0 | 18.4 | 20.0 | 20.3 |

All standard deviations $s$ fall in the range between approximately 15 and 21. In line with observations from previous studies (see Adli 2005), judgments on suboptimal constructions - those with the lowest acceptability value - have a higher degree of consistency, i.e., their standard deviation is lower. In particular, we find $s=14.9$ for (38c), $s=17.0$ with (39c). This contrasts clearly with sentences that come with high acceptability values: for example, $s=20.9$ for (38e), $s=21.0$ for (39e).


Figure 2: Acceptability judgments for Catalan and Spanish


Figure 3: Judgments for Catalan


Figure 4: Judgments for Spanish
psychometrical phenomenon, the central tendency of judgment first described by Hollingworth (1910), according to which most subjects avoid the lower and higher end of the scale (see also Crawford et al. 2000; Albaum et al. 2007). In other words, the really operative scale range is smaller, at least in terms
of arithmetic means. ${ }^{16} \mathrm{An}$ important consequence for the present study is that we can consider the acceptability value of the best candidate of each set as a near-to-maximum value (more on this in Section 4).

### 2.4. Analysis of variance

The gradient judgment data is statistically analyzed with a multi-way analysis of variance for repeated measures using the software SPSS 16. Analysis of variance distinguishes between the effects of various independent variables, and their interactions (Lindman 1974). Each single measurement $x_{i j m}$ is decomposed into several systematic effects and an error value (cf. Bortz and Schuster 2010: Ch. 12). (40), for example, shows the structural components of a twoway analysis of variance with between-subject variables A and B:

$$
\begin{equation*}
x_{i j m}=\mu+\alpha_{i}+\beta_{j}+\alpha \beta_{i j}+\varepsilon_{i j m} \tag{40}
\end{equation*}
$$

$x_{i j m}$ is the single measurement of subject $m$ at the level combination $i j . \mu$ is the mean value of all measurements (i.e., it is the study-specific general measurement level) and thus constant for all single measurements $x_{i j m}$. $\alpha_{i}$ is the specific effect of level $i$ of variable A (e.g., $\alpha_{3}$ is the in-situ focus position in Table 1), $\beta_{j}$ is the specific effect of level $j$ of variable B (e.g., $\beta_{1}$ is the preverbal subject position), $\alpha \beta_{i j}$ is the interaction effect of the variable level combination $a b_{i j}$, and $\varepsilon_{i j m}$ is the measurement error of the single measurement. The formula illustrates that main and interaction effects are independent. If main effect A is significant, it means that at least one focus position is different from the others (technically speaking, the null hypothesis $\alpha_{1}=\alpha_{2}=\cdots=\alpha_{i}=\cdots=\alpha_{p}=0$ is then rejected). An interaction effect $\mathrm{A} \times \mathrm{B}$ means that there is an effect of the combination of focus position and subject position that cannot be attributed to a sole main effect (e.g., the effect of focus position is substantially different for preverbal than for postverbal subjects). Other main and interaction effect tests are analogous.

At several points simple main effect tests are calculated to gain a more detailed view. The simple main effect test $A \mid b_{j}$ tells us whether main effect $A$ has an effect, if only level $j$ of the independent variable $B$ is taken into consideration (e.g., $A \mid b_{1}$ tells us whether there is a difference between the four focus positions looking only at constructions with preverbal subject). Likewise, $a_{n}$

[^3]vs. $a_{m} \mid b_{j}$ tells us whether the contrast between two levels of $A$ has an effect under $b_{j}$ (e.g., $a_{3}$ vs. $a_{4} \mid b_{2}$ tells us whether there is a difference between the in situ and the final focus position for constructions with postverbal subject). The size of the effect can be small or big. This information is provided by the partial $\eta^{2}$ value, which is a supplementary descriptive measure (Cohen 1973). It is more informative than the difference between the mean values $\Delta \bar{X}$, because the deviation or dispersion of the data is taken into consideration (however, $\Delta \bar{X}$ is often indicated since it is an intuitive value reflecting the size of the mean rating difference on the scale from 0 to 100). The partial $\eta^{2}$ is a commonly used measure in psychology (its systematic report is even required by the American Psychological Association 2001: 25), but to my knowledge only very few linguistic studies (e.g., Kondo-Brown 2005) have included it. ${ }^{17}$

## 3. Analyzing gradience

The statistical analysis of the gradient judgments can be used to draw a picture of the differences in markedness and the presumed importance of a constraint. However, even though the judgments are fine-grained, it is not sufficient to determine exact costs within a model of cumulative constraint violation. Such a model is too complex in order to be able to grasp a result with the naked eye. If a sentence scores very high, we know that none of the constraints it violates has a high violation cost. However, if a sentences scores low, we only know that the sum of all violation costs of the constraints it violates is high. But we do not know whether most of the total violation cost goes back to a single important constraint (while the others are less decisive), whether it goes back to two equally important constraints, or whether all violated constraints contribute more or less equally to the result. Some algebraic approach is necessary for dealing with this issue to which I come in the next section. First, we identify the

[^4]constraints based on a discussion of the structural properties of the sentences and try to come up with a plausible hypothesis on constraint ranking.

I start by looking at the main and interaction effects in order to obtain a general view of the data. Then, the details will be analyzed in the following subsections. The results of the analysis of variance reveal that main effect $A$ 'focus position' $(F(3,150)=57.085, p<0.000)$ and main effect $B$ 'subject position' $(F(1,50)=68.499, p<0.000)$ are significant. In other words, there is a difference between the different positions of the c-focused object and also a difference between preverbal and postverbal subjects. The significant interaction $A \times B(F(3,150)=36.658, p<0.000)$ shows that there is also an effect of focus position, which is specific to the subject position. These main effects are also detected when we look at both languages separately. Focus position, subject position, and their interaction is significant for Catalan as well as for Spanish (all simple main effects $A\left|c_{1}, A\right| c_{2}, B\left|c_{1}, B\right| c_{2}, A \times B\left|c_{1}, A \times B\right| c_{2}$ : $p<0.000) .{ }^{18}$

The contrasts between Catalan and the Spanish variety of Catalonia (henceforth simply called "Spanish") come to fore in the interaction effects. We observe a language-specific effect of the focus position in the significant interaction $A \times C(F(3,150)=7.561, p<0.000)$. Not only the focus position, but also even the interaction between focus position and subject position is languagespecific, as is revealed by the triple interaction $A \times B \times C(F(3,150)=13.973$, $p<0.000$ ). Interestingly, the interaction between focus position and subject position is much more pronounced in Spanish (partial $\eta_{A \times B \mid c 2}^{2}=0.478$ ) than in Catalan (partial $\eta_{A \times B \mid c 1}^{2}=0.178$ ). We will come back to this point later.

### 3.1. In situ and sentence-final c-focus

I define the constraint $\mathrm{FoCP}_{\mathrm{C}-\mathrm{F}}$ as in (41) which assumes that a fronted c-focus is under CP , more precisely it moves to FocP. ${ }^{19}$

$$
\begin{equation*}
\mathrm{FOCP}_{\mathrm{C}-\mathrm{F}}:[\mathrm{XP} \ldots \mathrm{c}-\mathrm{F} \mathrm{X} / \mathrm{Y}] \text { in FocP } \tag{41}
\end{equation*}
$$

(41) is violated by the sentences with in situ and final c-focus, i.e., (38e) to (38h) in Catalan and (39e) to (39h) in Spanish. Some of these constructions

[^5](i) $\left[\mathrm{XP} \ldots\left[{ }_{[F o c}\right] \mathrm{X} / \mathrm{Y}\right]$ in Spec,TP.
score very high, in particular (38e) and (39e). In both Catalan and Spanish, constructions with in situ c-focused object (and preverbal subject) have the highest acceptability values. This result indicates that any constraint that requires the c-focused object not to remain in situ must be ranked very low. Consequently $\mathrm{FOCP}_{\mathrm{C}-\mathrm{F}}$ in (41) which is violated when the c-focus is not fronted as well as AlignFoc in (34), which is violated when the focus constituent does not right-align with the I-phrase, are ranked very low, i.e., they have a low violation cost. The fact that some of the constructions (38e) to (38h) and (39e) to (39h) score very low, e.g., (38h) and (39h), is due to the cumulative effect, i.e., mainly due to the violation of other, presumably higher-rated constraints.

Furthermore, a sentence-final position of the c-focused object is only slightly more marked (again, looking only at preverbal subjects): The difference between the sentence-final and the in situ position is significant, but the effect sizes are rather modest. For the Catalan constructions we observe (38e) > $(38 \mathrm{~g})$ with a partial $\eta^{2}$ of $0.192\left(a_{3}\right.$ vs. $a_{4} \mid b_{1} c_{1}$ : mean difference $\Delta \bar{X}=9.5$, $p<0.001$ ) and for Spanish (39e) $>(39 \mathrm{~g})$ with a partial $\eta^{2}$ of 0.074 ( $a_{3}$ vs. $a_{4} \mid b_{1} c_{2}: \Delta \bar{X}=4.8, p<0.047$ ). The difference is particularly small for Spanish, where sentence-final c-focus is nearly (but not fully) on a par with in situ c-focus. Since we assume with Zubizarreta (1998) that sentence-final focus is the result of $p$-movement of the PP-adjunct, this result indicates that the Stay- $\phi$ constraint in (31b) is also ranked low, but presumably not as low as AlignFoc and $\mathrm{FOCP}_{\mathrm{C}-\mathrm{F}}$.

Another indication that supports the assumption that in-situ position (with preverbal subject) is the most unmarked option for contrastive focus comes from multiple focus constructions. It is possible to have multiple in-situ cfocus, but it is not possible to have multiple preposed c-focus, as the Spanish examples (42a) and (42b) show (Zubizarreta 1999: 4241).


Interestingly, Gabriel's (2007: 285) results based on elicited Spanish c-focus constructions show that (i) fronted focus never occurs in his transcripts, and (ii) the in situ position is the most common form (though the speakers prefer not to have further material following the direct object, i.e., they prefer in situ c-focus at the right edge of the I-phrase).

In Catalan, the preverbal focus position (with preverbal subject) (38a) has a degree of acceptability as high as the one with in situ focus, and it still ranges before the sentence-final focus position: $(38 \mathrm{e})=(38 \mathrm{a})$, and $(38 \mathrm{a})>(38 \mathrm{~g})$. I had suggested further above the constraint $* \mathrm{COPY}_{[+\mathrm{F}]}$ in (32b), which is violated when $[+\mathrm{F}]$-marked material is displaced. The high rating of (38a), which violates $* \operatorname{COPY}_{[+\mathrm{F}]}$, shows that this constraint must also be ranked low in Catalan. This is further supported by the fact that sentence-initial and in situ c-focus constructions with postverbal subject, (38b) and (38f), also show identical levels of grammaticality ( $a_{1}$ vs. $a_{3} \mid b_{2} c_{1}: \Delta \bar{X}=1.0 ; p<0.746$ ). In Spanish, ${ }^{*} \operatorname{COPY}_{[+\mathrm{F}]}$ must be ranked relatively low, too, but not as low as in Catalan because the constructions with preverbal c-focus (and preverbal subject) are more marked than the constructions with in situ or sentence-final c-focus. In other words, (39e) and (39g) have higher acceptability values than (39a) and (39c).

We already know that there is some constraint requiring focus to be sentenceinitial, presumably ranked high in Catalan. However, in order to understand the complete picture in both languages, we need to turn our attention to the role of the subject position.

### 3.2. Preverbal and postverbal subjects

Preposed focus in Spanish requires the subject to be postverbal (Zubizarreta 1999: 4241). We see this effect with sentence-initial c-focus, (39b) $>$ (39a) $\left(B \mid a_{1} c_{2}: \Delta \bar{X}=8.1\right.$, partial $\left.\eta^{2}=0.149, F(1,52)=9.131, p<0.004\right)$ and even somewhat stronger with the topic-focus order, (39d) $>(39 \mathrm{c})\left(B \mid a_{2} c_{2}: \Delta \bar{X}=\right.$ 10.9, partial $\left.\eta^{2}=0.408, F(1,52)=35.861, p<0.000\right)$.

However, the interaction between focus position and subject position, already mentioned above, has gone unnoticed in the literature. Zubizarreta (1999: 4236) argues that both SVOP and VSOP are well-formed with c-focus on the object, as her judgments in the examples (43a) and (43b) show. She assumes that there is flexibility in placing nuclear stress either on the object DP or on the PP.


$$
\begin{array}{llllll}
\text { debajo de } & \text { la cama } & \text { (no el } & \text { BOLLO). } \\
\text { under } & \text { the } & \text { bed } & \text { (not the } & \text { PASTRY) }
\end{array}
$$

While the judgment for the $\mathrm{SV}[\mathrm{O}]_{\mathrm{c}-\mathrm{F}} \mathrm{P}$ order in (43b) with in situ c-focus and preverbal subject is undisputed, the $\mathrm{VS}[\mathrm{O}]_{\mathrm{c}-\mathrm{F}} \mathrm{P}$ order with postverbal subject in (43a) can only be considered as highly marked. The experimental results are clear: compared to ( 39 e ) with preverbal subject, the variant of the in situ c-focus construction with postverbal subject (39f) comes along with a pronounced decrease in grammaticality ( $B \mid a_{3} c_{2}: \Delta \bar{X}=19.0$, partial $\eta^{2}=0.465$, $F(1,52)=45.213, p<0.000)$. The decrease due to the postverbal subject is even larger with sentence-final c-focus, as can be seen in the difference between (39g) and (39h) ( $B \mid a_{4} c_{2}: \Delta \bar{X}=25.8$, partial $\eta^{2}=0.627, F(1,52)=87.265$, $p<0.000$ ). The interaction between focus position and subject position in Spanish is expressed by the following principle (recall that $P>Q$ means $P$ is preferred over $Q$ ).
(44) If the contrastivly focused object is preposed, then postverbal subjects are preferred: $[\mathrm{O}]_{\mathrm{c}-\mathrm{F}} \mathrm{VS}>[\mathrm{O}]_{\mathrm{c}-\mathrm{F}} \mathrm{SV}$.
If the contrastively focused object is in situ or postposed, then preverbal subjects are preferred: $\mathrm{SV}[\mathrm{O}]_{\mathrm{c}-\mathrm{F}}>\mathrm{VS}[\mathrm{O}]_{\mathrm{c}-\mathrm{F}}$.
(44) does not hold for Catalan. Preverbal subjects are preferred with c-focused objects at sentence-initial position. We observe (38a) $>(38 b)\left(B \mid a_{1} c_{1}: \Delta \bar{X}=\right.$ 6.5 , partial $\eta^{2}=0.118, F(1,50)=6.688, p<0.013$ ). Only the (suboptimal) topic-focus order shows that (38d) with postverbal subject is somewhat less marked than (38c) with preverbal subject ( $B \mid a_{2} c_{1}: \Delta \bar{X}=6.6$, partial $\eta^{2}=$ $0.158, F(1,50)=9.356, p<0.004)$. We also notice that the contrast between preverbal and postverbal subjects in constructions with in situ or postposed cfocus is much less pronounced than in Spanish, as the difference between (38e) and (38f) and also between (38g) and (38h) shows. I therefore qualify the Catalan VSO order in (38f) as somewhat suboptimal, but not as ungrammatical, as does López (2009: Ch. 5.2.5).

An interesting observation is that in Spanish the preverbal focus position is slightly marked, while in Catalan this focus position is essentially as acceptable as the in situ position. If we choose among the Spanish constructions with preverbal focus the one with the highest acceptability value, namely (39b), and compare it with the fully unmarked in situ form (39e), then we observe a notably lower degree of acceptability of (39b) ( $\Delta \bar{X}=12.7$, partial $\eta^{2}=0.311$, $p<0.000$ ). However, the same procedure for Catalan, i.e., the comparison of (38a) with the fully unmarked in situ form (38e), reveals an identical level of acceptability ( $\Delta \bar{X}=3.4$, partial $\eta^{2}=0.033, p<0.198$ ). We can therefore say that in Catalan both foco antepuesto and in situ placement are the fully unmarked forms and optional variants in terms of identical acceptability. In

Spanish, foco antepuesto, though part of the repertory, is somewhat marked.
These facts now have to be translated into constraints. We need to assume different constraints in order to explain that (i) postverbal subjects with in situ or postposed focus are more marked both for Catalan and Spanish, (ii) preverbal subjects are generally more marked with preposed focus in Spanish and more marked with the focus-topic order in Catalan. In a model based on the cumulation of violation costs, (severe) markedness of the Spanish verb-initial constructions (39f) and (39h), and (slight) markedness of the Catalan pendants (38f) and (38h) cannot be accounted for solely by violation of FullInt, repeated in (45). One also has to include the violation of some other constraint. The FULLInt constraint is always violated when there is a postverbal subject (contrasting with Gabriel 2007 I do not assume that a c-focused XP avoids its violation). We have seen that the variant with postverbal subject is preferred in certain constructions. FULLInt must therefore be ranked rather low in Catalan and very low in Spanish.

Gabriel (2007: 244/245) proposed the constraint in (46) to explain why constructions with a $\nu \mathrm{P}$-internal subject followed by an argument such as (47) are highly marked.

Fullint:
Parse lexical conceptual structure. Failed by expletives and auxiliary do.
*[vP Subj ... ARg]
*Compró María un diario. bought Maria a newspaper

The constructions (38f), (38h), (39f), and (39h) violate - in addition to FULLINT - the constraint *[VPSUBJ ... ARG] in (46) because the $\nu$ P-internal subject is followed by the focused object. A closer look shows that *[VP SUBJ ... ARG] cannot be the missing piece for explaining the pattern with the constructions with a postverbal subject: (46) would imply that the sentences with in situ and sentence-final focus have lower acceptability values than the ones with preposed focus. However, we observe that (39d) is not better than (39f) in Spanish ( $a_{2}$ vs. $a_{3} \mid b_{2} c_{2}: \Delta \bar{X}=2.9$, partial $\eta^{2}=0.045, p<0.123$ ) and that (38d) is even worse than (38f) in Catalan ( $a_{2}$ vs. $a_{3} \mid b_{2} c_{1}: \Delta \bar{X}=15.1$, partial $\eta^{2}=0.509, p<0.000$ ). Rather we need a constraint that explains the high degree of markedness of constructions with postverbal subject and sentencefinal focus such as ( 38 h ) and (39h) in order to account for the data. I suggest the constraint given in (48), which is violated by constructions with postverbal subjects, in which the subject dominates but not immediately dominates a c-focused argument due to the interposition of a $p$-moved constituent. This constraint explains the difference in markedness both in Catalan (38f) $>(38 \mathrm{~h})$
( $a_{3}$ vs. $a_{4} \mid b_{2} c_{1}: \Delta \bar{X}=13.6$, partial $\eta^{2}=0.407, p<0.000$ ) and in Spanish (39f) $>(39 \mathrm{~h})\left(a_{3}\right.$ vs. $a_{4} \mid b_{2} c_{2}: \Delta \bar{X}=11.6$, partial $\left.\eta^{2}=0.328, p<0.000\right)$. The relevant facts are repeated, with $(49 a)>(49 b)$.

$$
\begin{equation*}
\text { *[vp SUBJ } \phi \text { FOC] } \tag{48}
\end{equation*}
$$

$$
\begin{array}{lll}
\text { a. Perdió Martín EL MÓVIL en casa. }  \tag{49}\\
\text { lost Martín the cell phone at home } \\
\text { b. Perdió Martín en casa EL MÓVIL. }
\end{array}
$$

Finally, we need to explain the preference for postverbal subjects in preposed focus constructions, which applies to any preposed focus position in Spanish but is limited to the topic-focus order in Catalan. The Spanish facts can be explained with a constraint that I call CP-VS. A first formulation is given in (50).

## (50) CP-VS:

Whenever there is a CP layer, $\mathrm{V}^{0}$ dominates the subject.
In Catalan a postverbal subject is only preferred with the topic-focus order. I suggest that the reason is due to the fact that the CP is larger in the topic-focus order (38c) and (38d), because it contains both a topic and a focus projection. Not only is (38d) less marked than (38c) (TopP and FocP), the following judgments (not experimentally tested, though confirmed by several native speakers) corroborate the assumption that in Catalan postverbal subject is preferred with larger CPs: (51b) is less marked than (51a) (FocP and TopP), and (52b) is less marked than (52a) (COMP and FocP).
a. ??EL MÒBIL per casa en Martí vaperdre. (Cat.)
the cell phone at home the Martín lost
b. ?EL MÒBIL per casa va perdre en Martí.
a. ??Penso que EL MÒBIL en Martí vaperdre. (Cat.) think $_{1 \mathrm{sg}}$ that the cell phone the Martín lost
b. ?Penso que EL MÒBIL va perdre en Martí.
(Cat.)

I therefore propose a generalization as in (53). This constraint must be ranked relatively high because of the high degree of markedness of Catalan (38c) and Spanish (39c).

CP-VS:
Whenever there is a CP layer with n or more projections, $\mathrm{V}^{0}$ dominates the subject ( $n=1$ for Spanish, $n=2$ for Catalan).

### 3.3. Focus position at the left periphery

The experimental results have revealed that preposed focus is preferred in sentence-initial position ( $a_{1}$ vs. $a_{2}$ : partial $\eta^{2}=0.637, F(1,50)=87.722$, $p<0.000)$. The results for both Catalan and Spanish are consistent: We observe this preference with preverbal subjects in Catalan (38a) > (38c) $\left(a_{1}\right.$ vs. $a_{2} \mid b_{1} c_{1}: \Delta \bar{X}=27.2$, partial $\eta^{2}=0.662, p<0.000$ ), with postverbal subjects in Catalan (38b) $>(38 \mathrm{~d})\left(a_{1}\right.$ vs. $a_{2} \mid b_{2} c_{1}: \Delta \bar{X}=14.1$, partial $\eta^{2}=0.301$, $p<0.000$ ), with preverbal subjects in Spanish (39a) > (39c) ( $a_{1}$ vs. $a_{2} \mid b_{1} c_{2}$ : $\Delta \bar{X}=12.4$, partial $\eta^{2}=0.414, p<0.000$ ), and with postverbal subjects in Spanish $(39 \mathrm{~b})>(39 \mathrm{~d})$ (simple main effect $a_{1}$ vs. $a_{2} \mid b_{2} c_{2}: \Delta \bar{X}=9.4$, partial $\left.\eta^{2}=0.210, p<0.001\right)$.

These results contradict Zubizarreta's (1998: 118, 1999: 4241) view who assumes that preposed focus in Spanish must be (left-)adjacent to the verb, stating: "The following orders are not an option: *Emphatic-XP-V..., *Focus-XPV...". She assumes that this adjacency requirement is the reason why subjects have to be postverbal. Our data show that there is no adjacency requirement, at least in the Spanish variety of Catalonia. We have seen that the $\mathrm{P}[\mathrm{O}]_{\mathrm{c}-\mathrm{F}} \mathrm{VS}$ order (39d) is not any better than the [O] c-F $\operatorname{SVP}$ order (39a) ( $\Delta \bar{X}=1.1$, partial $\eta^{2}=0.005, p<0.628$ ) - in Catalan (38d) is even worse than (38a) ( $\Delta \bar{X}=20.6$, partial $\eta^{2}=0.55, p<0.000$ ). Rather, there seems to be a principle that directly effects subject position.

The point that preposed focus must be adjacent to the verb and follow a topic (Vallduví 1992) was one of the main arguments against the full adoption of Rizzi's (1997) CP system for Spanish. With respect to topics, the position under CP is less controversial; multiple topics are possible and they can appear in a different order (Campos and Zampini 1990; Goodall 2001). However, starting with Zubizarreta (1998: 122/123), several authors have taken the stance that preposed focus lands at the Spec of TP (or Pole) (Barbosa 2001: 33; Gabriel 2007). The experimental results indicate that fronted topic and focus phrases occupy a position under CP , both in Catalan (also claimed by Bonet and Solà 1986) and in the Spanish variety of Catalonia.

Independent evidence comes from the results of a different study from the author, in which I analyzed the two orders wh-before-adverb such as (54a) or (54b) and adverb-before-wh such as (55a) or (55b) in interrogatives of the Spanish variety of Catalonia with a gradient grammaticality judgment test for written stimuli. The results showed a clear preference for the wh-before-adverb order, i.e., (54a) and (54b) are preferred over (55a) and (55b).
a. A quién anoche Federico le pidió la
(Sp.) of whom last night Fred CL asked for mano? hand in marriage
$\left.\begin{array}{lllll}\text { b. Por qué hoy Lola ha pedido el finiquito? } \\ \text { why today Lola has asked the receipt }\end{array}\right]$ (Sp.)

Assuming that initial temporal adverbs move from an IP-adjoined position (Solà 2002; or VP-right-adjoined position according to Gutiérrez-Bravo to appear: 26) to a topic position (Suñer 1994; Gutiérrez-Bravo 2006: 149/150,191), which is TopP in a Split-CP account, this finding contradicts the view according to which topics typically precede wh-phrases in root clauses (Meyer 1972; López 1999; Gutiérrez-Bravo 2006). This point had been partly derived from the assumption, set forth by Goodall (1991), that fronted wh-arguments in Spanish questions occupy [Spec, T] ([Spec, I], in his terms). However, the definition in (1) states the correspondence between a focused element and a wh-element (see also Erteschik-Shir 1986). Therefore it seems safe to conclude that sentence-initial topic followed by focus or wh is dispreferred, both in the Spanish variety of Catalonia and in Catalan. Recall Rizzi’s (1997: 296) articulation of the topic-focus system in (28) above. The results suggest that the preferred placement of the topic projections is below focus. It is possible above, though more marked.

I assume the constraint CP-LEFTFOC defined as in (56), which is violated by the order topic-focus, but not by focus-topic. CP-LEFTFOC is a sort of counterpart to AlignFoc.

CP-LEFTFOC:
Whenever there is a CP layer, the focus constituent left-aligns with the I-phrase.

CP-LEFTFOC also explains the preference for initial wh in constituent questions as in (54a) and (54b). It must obviously be higher ranked than Costa's (1998) TOPICFIRST constraint, reformulated by Gutiérrez-Bravo (2007: 121) as in (57) to allow multiple violations. As a matter of fact, TopicFirst is not relevant for explaining the experimental results for Catalan and Spanish.

TOPICFIRST:
Topics are sentence initial; nontopics cannot be topicalized. Violated once by every head $\mathrm{X}^{0}$ or every maximal projection XP in the left periphery that c-commands a topic.

I will explain the judgment pattern in both Catalan and Spanish with the following constraints: CP-VS, CP-LeftFoc, *[VPSubj $\phi$ FOc], Fullint, Stay- $\phi$, * Copy $_{[+\mathrm{F}]}$, FOCP $_{\mathrm{C}-\mathrm{F}}$, and FocusSaliency (the latter only applies to Spanish and will be discussed in Section 4.7). AlignFoc, *[VPSUBJ ... Arg], and TOPICFIRST will not be necessary to account for the data.

### 3.4. Constraint cumulativity

Without being confronted with experimental data, the idea of cumulativity might seem like an unnecessary complication of the theoretical model. However, once we have the richness of measurements of gradient acceptability at our disposal and look at them in charts such as Figure 2, Figure 3 and Figure 4, it becomes apparent that this notion makes the model more accurate. For example, if we look at the right half of Figure 3 in Catalan, it is plausible to think that whatever is responsible for the higher markedness of in situ focus with postverbal subject (38f) as opposed to its counterpart with preverbal subject (38e), is also responsible for the higher markedness of sentence-final focus with postverbal subject ( 38 g ) as opposed to its counterpart with preverbal subject (38h): the FULLInT constraint violated by postverbal subjects. Likewise, it is plausible to think that whatever is responsible for the higher markedness of the sentence-final c-focus position with preverbal subject ( 38 g ), as opposed to its counterpart with in situ c-focus (38e), is also responsible for the higher markedness of the sentence-final c-focus position with postverbal subject (38h) as opposed to its counterpart with in situ c-focus (38f): STAY- $\phi$ violated by $p$ movement. Then, we can elegantly explain the high degree of markedness of (38h) by assuming that the effects of violating FULLInt and StaY- $\phi$ simply add up. ${ }^{20}$ Neither a standard-OT nor a stochastic OT approach can capture ef-
20. Furthermore, some constraints can be seen as interaction effects in the sense that their effect is due to the combination of other constraints. The idea is similar (though not identical, see below) to the concept of interaction in analysis of variance, where we do not only have main effects (e.g., $A$ and $B$ ), but also an interaction $\left(A \times B\right.$ ). Concretely, $*\left[{ }_{v P}\right.$ SUBJ $\phi$ Foc] and CP-VS can be described as interactions. The first one is the interaction of FullInt and Stay- $\phi$, i.e., *[vp SUBJ $\phi$ FOC] is violated if both FUllint, and Stay- $\phi$ are violated. The second one is the interaction of FULLInt, FOCP $_{\mathrm{C}-\mathrm{F}}$, and TOPICFIRSt, i.e., CP-VS is violated if Fullint, $\mathrm{FOCP}_{\mathrm{C}-\mathrm{F}}$ (and eventually TopicFirst) are not violated. Fullint is implicated in both interactions. It seems that subject position (FULLINT) has a genuine interaction effect with STAY- $\phi$ and FOCP $_{\text {C-F }}$, which also reflects the statistical interaction effect between subject position and focus position that was one of the first results of the analysis of variance documented above. However, there is a difference between the algebraic approach of linear equations and the statistical technique of analysis of variance concerning the notion of interaction: In the algebraic approach, the constraints $*\left[{ }_{v P}\right.$ SUBJ $\phi$ FOC] and CP-VS are treated like any other constraint. Furthermore, independence between them is not assumed, contrasting with analysis of variance, where all structural components shown in equation (40) in Section
fects of constraint cumulativity that come along with a concept of violation cost. They have not been conceived for modeling gradient acceptability data.

My aim is not to stop at a qualitative analysis of constraint cumulativity, but to try to go one step further and capture this idea in an algebraic model (see also Bergounioux et al. 2007 on mathematics and phonology). If constraints are assumed to have specific numerical violation costs, which also add up linearly in the case of violations of several constraints, and if we dispose of a continuous measure for the level of acceptability, then it is worth exploring whether the acceptability of a sentence can be derived by means of an equation based on the violations the sentence incurred. ${ }^{21}$

The work of Keller (2000: 256-265), who introduced the idea of calculating numerical constraint weights with systems of linear equations, greatly inspired this proposal. However, the present approach differs in several important points: (i) Keller (2000) deals with the problem of inconsistent systems of equations by approximation, applying the least squares estimation method. Furthermore, he embeds least squares estimation in an inferential-statistical and not heuristic approach (see below). (ii) In the present study, I build equations with which the absolute acceptability values are expressed directly. ${ }^{22}$ Keller (2000) deals with acceptability differences between two sentences $S_{i}$ and $S_{j}$ : Equation 1 expresses $S_{1}-S_{2}$, equation 2 expresses $S_{1}-S_{3}$, etc. This is consistent with his method of measurement (magnitude estimation), where a value for a sentence is always measured proportionally to another stimulus. I work with graphic rating where absolute values are measured on a rating scale.

[^6]
## 4. Mathematical modeling of cumulative constraint violations

### 4.1. Heuristic methodology

Before starting to build a model, we need to make the basic methodological choice between an algebraic and a probabilistic/statistical approach. ${ }^{23}$ In principle, both approaches represent feasible options, but they represent different methodologies in the sense that they try to give answers to different questions.

The statistical approach consists in looking at the variation of all single answers and trying to find a function that represents the best approximation to the set of data points. This is realized by algorithms known as maximal likelihood or least squares estimation (e.g., Strang 2009: 218-229). At the same time, the amount of variance explained (or the degree of the fit) is reported, usually by some correlation coefficient. The function - a non-linear or, the majority of studies, a linear regression - can also be used for predicting new data. The methodological framework is the same than the one in which analysis of variance and similar statistical tests are embedded: one works with a stochastic distribution, error probabilities and confidence intervals, as outlined in Section 2.4 and applied in Section 3.

The algebraic approach which I am adopting here, takes a different perspective. It builds on an exact function. If the system of equation is not solvable, one modifies the system itself to obtain a solvable one. Since it is not a statistical approach, one does not distinguish between an observed and a predicted value (technically, the model does not include so-called residuals which are the difference between an observed value and a value given by the model). One is not concerned with the problem of inference from a sample to the population, i.e., with the problem of statistical estimation. The perspective is a different one. The world is, so to speak, restricted to the sample or even more, to a single idealized case: One works with arithmetic means of the sample, ignoring the variance between the single judgments of the individuals. ${ }^{24}$ This idealization is legitimate in the scope of the adopted methodology, to put it in Gigerenzer's (2008: 20) terms: "Heuristics are frugal - that is they ignore part of the information". Needless to say, the fact that the present algebraic approach builds on an exact function and not on approximation does not mean that it is somehow "more precise". ${ }^{25}$

[^7]Since the notion of a larger population is left aside, the mean values are not seen as estimations of the population, either. The question of generalization is not asked during model building (however, it is often, explicitly or implicitly, part of the ensuing discussion). ${ }^{26}$ In this respect, the methodology is qualitative, and the method is quantitative.

It is a heuristic approach: The goal is not hypothesis testing but model building (or hypothesis generation). A methodology of doing mathematics for gaining insight and intuition, or discovering new patterns and relationships is often associated with the field of experimental mathematics (Borwein and Bailey 2004) where typically computational approaches are used extensively. This methodology is rooted in the work of theoretical mathematicians (e.g. Thom 1972, 1990), and of philosophers of science (Lakatos 1976, 1978). I am opting for the heuristic approach, because it can suggest new linguistic constraints within a framework of cumulative constraint violations.

Heuristic quantitative approaches are commonly used in multivariate data analysis, mainly in methods of group identification, and variable reduction such as cluster analysis (see Anderberg 1973), canonical correlation (Rao 1952), and factor analysis (see Harman 1976). These techniques are applied in psychology and sociology when one wants to uncover relevant constructs that underlie a quantitative pattern, which is too complex to be visible to the naked eye. Many of these methods can produce a set of theoretically infinite solutions. ${ }^{27}$ The
25. Heuristic methodology takes a critical stance to the notion of precision, both regarding its usage and its standing in scientific research. Fields-laureate Thom (1983: 33) reproaches in his criticism of modern science a drive towards "fantastic numerical precision", as a result of what he calls "blind experimentation" coupled with a lack of emphasis on understanding. He goes on arguing that mathematical modeling can be a promising means to gain that deeper understanding which according to him, is not sufficiently in the focus of many scientists (see also Thom 1980). The notion of prediction is discussed in detail (note that one of his books, Thom 1993, is entitled "Predicting is not Explaining"). One core argument is that a function with a high degree of fit has not per se an explanatory value. It can in some cases even be counter-productive, because a function with a lower predictive power might trace the way to a better model.
26. Within this logic, the reason why one still works with a sample of a couple of dozen individuals and not with a single individual is to make a generalization plausible. The issue of generalization constitutes one important methodological debate, in particular in the context of approaches that do not build on inference (Bortz and Döring 1995: 310ff.). While some scholars argue against a prevalence of the notion of generalization putting emphasis on the notion of understanding (see also Footnote 25), others have proposed the idea of exemplified generalization (for example Wahl et al. 1982: 206ff.).
27. One should also bear in mind that an inherent characteristic of any quantitative modeling is that "one may refine indefinitely the model but the difference between the model and the real-world phenomenon, process or dynamical system which is subject to modeling cannot be avoided" (Pozna et al. 2010: 182). This argument can be traced back to the philosophy of science and scientific models (Bouleau 1999; Pullum and Scholz 2001; Armatte 2005). Heuristic modeling roots in a philosophy of science that is somewhat different from clas-
qualitative character resides in the fact that the researcher makes, after scrupulously weighting different quantitative and qualitative criteria, a decision in favor of a particular solution; in the present case it would be a decision in favor of a solvable system of linear equations, meaning a decision in favor of a certain constraint set.

One anonymous reviewer rightly stated that statistical approximation - as applied in Keller's (2000) work or any work that builds on linear regression analysis - can also be used in a heuristic approach for hypothesis generation (rather than hypothesis testing). The regression technique would then be used to evaluate models and suggest parameters. One could for example start with an initial model (i.e. an initial constraint set), solve the model by least squares estimation, evaluate its degree of fit or the error term, and eventually add/remove constraints in a heuristic way in view of a model with a higher fit. As a matter of fact, Zembowicz and Zytkow (1992) have done systematic work on this issue and proposed a discovery system called 'Equation Finder'. Its aim is to suggest what Ćwik, Koronacki and Żytkow (1999) call "acceptable models". The idea is to estimate $f(X)$ in the general regression (58), which is supposed to be the function underlying the data (see Moulet 1997 for a discussion of the Equation Finder). An interesting aspect of Zembowicz and Zytkow's (1992) work is that $f(X)$ is not restricted to a simple linear function but that it can incorporate a number of transformations and combinations of polynomials.

$$
\begin{equation*}
Y=f(X)+\varepsilon(X) \tag{58}
\end{equation*}
$$

In the present work, the choice in favor of the algebraic approach is not rooted in skepticism towards statistical analysis (which the present work also incorporates by applying analysis of variance). Rather, it allows posing the problem in a novel way, namely taking the inconsistency of the system of linear equations as a hint towards potentially missing constraints. The repertory of existing approaches to problems of modeling is large. Apart from least squares estimation and the proposed algebraic approach, other quantitative methods used in modeling include Support Vector Machines (Vapnik 1995), least squares Support Vector Machines (Suykens and Vandewalle 1999; Wen et al. 2008), Bayesian filtering (Pozna et al. 2010), to name just some of them. The point I want to make is that we are far from having a 'best method' in quantitative modeling asking for the 'best method' might even not be a fruitful research question due to the very nature of heuristics. ${ }^{28}$

[^8]To sum up, the reason why I choose an algebraic approach as outlined in the following section is not due to the fact that it is superior to other alternatives, but because it fits the way I approach the problem, namely that I idealize on random errors, excluding them by taking the mean value, and proposing what makes a system of linear equations unsolvable can be a missing constraint.

### 4.2. Basic notions of the approach

The core idea of the model of violation cumulativity is that each constraint comes with a specific numerical violation cost, and that the sum $K_{j}$ of the violation costs of all constraints that a given sentence $S_{j}$ violates corresponds to the amount by which the acceptability of $S_{j}$ is lowered. Assume a simple case with three constraints $c_{1}, c_{2}$, and $c_{3}$. The violation of any of these constraints has a numerical violation cost of $k_{1}, k_{2}$, or $k_{3}$. Assume that the second candidate $S_{2}$ of a given set of sentences violates $c_{1}$ and $c_{3}$, but not $c_{2}$. Then
ing to Johnson (2000: 1) "one of the most common requests of statistical consultants and researchers". To put it in technical terms, one should not overestimate the stability of weight estimation (according to common nomenclature, $b_{i}$ is the $i$-th weight parameter). Multiple regression builds on the idea shown in (i), according to which the total correlation $R$ is the sum of weighted single correlations $r_{i c}$ between each predictor (these could be constraints in the present case) and the dependent variable $c$ (this could be the acceptability value of a sentence). However, due to what statisticians call multicollinearity, the estimation of the specific impact of a single predictor, its importance (Bring 1994), can hardly be isolated when predictors intercorrelate (which is mostly the case). (ii) illustrates this point. Each single correlation $r_{i c}$ contains all other (weighted) single correlations. As a matter of fact, even small differences in the sample can cause large differences in regression weights (Johnson 2000: 3).
(i)


Second, simulation studies have shown that the same instability exists on a more general level, i.e., when one does not restrict oneself to linear regression but when non-linear relationships are also taken into consideration (Ćwik et al. 1999: 548). The latter means that one tries to find any function $f(X)$ by systematically searching among polynomials of transformed data such that the degree of fit is maximized for the relationship between predictors $X$ and dependent variable $Y$ (the equation is shown in (58)). As with linear regression, we observe instability, for example different random samples from the same distribution suggest substantially different functions $f(X)$.
$K_{2}$ corresponds to $k_{1}+k_{3}$. We can also write $K_{2}=1 \times k_{1}+0 \times k_{2}+1 \times k_{3}$. The coefficients $a_{m}$ of the violation costs $k_{m}$ indicate whether the sentence violates the constraint ( $a_{m}=1$ ) or not ( $a_{m}=0$ ). As regards the example $S_{2}$, the coefficients for the three constraints are $a_{12}=1, a_{22}=0, a_{32}=1$ (the first index refers to the respective constraint, the second index, here 2 , refers to the sentence number).

Given a tableau with $n$ constraints, the total violation cost $K_{j}$ of a sentence $S_{j}$ can therefore be written as a linear equation in $n$ variables (or $n$ unknowns), as in (59). This linear equation has two side conditions: (i) The coefficients can be only 0 or 1 because they reflect absence or presence of constraint violation, and (ii) violation costs cannot be negative, i.e., $k_{m} \in R^{+}$.

$$
\begin{equation*}
K_{j}=\sum_{m=1}^{n} a_{m j} \times k_{m}, \text { where } \alpha_{m j} \in\{0,1\} \text { and } k_{m} \in R^{+} \tag{59}
\end{equation*}
$$

Violation costs must be positive, in order to reflect the decrease in acceptability for which the idea of constraint violation stands. Therefore, $k_{m}$ represents the amount by which the line on the graphic rating scale is 'shortened'. In other words, violation costs are linearly represented on the scale (see Borg and Schönemann 1996 on the notion of scaling). A negative cost would mean that the violation of a constraint comes along with a "bonus" (as a matter of fact, Legendre et al.'s 1990 Harmonic Grammar do implement this idea; however, for a criticism see Prince 2003; Boersma and Pater 2008: Ch. 3.5; Pater 2009: Ch. 2.1). Note that in its present form (59) does not implement the idea of multiple violations of the same constraint (called "counting cumulativity" by Jäger and Rosenbach 2006). However, such an extension can be expressed in a straightforward manner by defining $a_{m j}$ as a member of the set of non-negative integers, i.e., $a_{m j} \in N_{0}$ where $a_{m j}$ expresses the number of times constraint $c_{m}$ is violated in sentence $S_{j}$.

In order to indicate within the model of cumulative violation costs the acceptability value $\bar{X}_{j}$ (which is the mean value of the sample) of a sentence $S_{j}$, we need to assume an optimal value $O$. This optimum is supposed to be the acceptability value of a candidate in the hypothetical case that no constraint was violated. The acceptability value $\bar{X}_{j}$ corresponds to this optimum $O$ minus the total violation cost $K_{j}$ that the sentence $S_{j}$ incurs. The acceptability of each construction corresponds to a linear equation as in (60).

$$
\begin{equation*}
\bar{X}_{j}=0-K_{j} \tag{60}
\end{equation*}
$$

Since each sentence corresponds to an equation as in (60), the entire tableau of the candidate set of $q$ sentences and $n$ constraints can be written as a system of $q$ linear equations with $n$ unknowns as in (61).

$$
\begin{array}{cr}
\bar{X}_{1}=O-K_{1}  \tag{61}\\
\bar{X}_{2} & =O-K_{2} \\
\vdots & \vdots \\
\bar{X}_{j}= & O-K_{j} \\
\vdots & \vdots \\
\bar{X}_{q} & =O-K_{q}
\end{array}
$$

The optimum $O$ is constant for the entire candidate set, but the violation costs $K_{1} \ldots K_{j}$ are variable. More precisely, the coefficients $a_{m j}$ in equation (59) differ from sentence to sentence, which means that each sentence has a different pattern of constraint violations (all coefficients $a$ form a $q \times n$ matrix $A$, where $q$ is the number of sentences or linear equations, and $n$ the number of constraints or unknowns).

This being said, two points need to be addressed: What does the optimum $O$ correspond to? And under what conditions can such a system of linear equations be solved, in other words which limitations does it impose on us?

With regard to the optimum $O$, one could set it to the length of the graphic rating scale which is a fixed constant given by the test design. In the present study, $O$ would then be 100 . Setting $O$ to the maximum of the scale would be appropriate if we worked with physical measurements. However, it is not appropriate when we work with human judgments. We know that arithmetic mean values of perceptive judgments fall into a smaller range somewhere within the physical rating scale, i.e., the theoretically possible range is not used. This is due to the psychometric phenomenon of the central tendency of judgments (see Section 2.3), as well as to the skewness of a unipolar distribution on the extremes (some subjects may assign the maximal value, some lower values, but no one can assign higher values). From a psychometric point of view and given that the following calculations build on mean values, it seems plausible to link the optimum $O$ to the result of the item that scored highest rather than to the maximum of the physical scale. ${ }^{29}$ It is of course necessary to ensure that the candidate set has been carefully designed such that potentially better candidates have not been forgotten. The optimum $O$ is not a physical measure known before the study but, being an estimate of a perceptive variable, a value set post hoc.
29. Note that this choice also depends on the algebraic approach that builds on mean values. One might prefer linking the optimum to the scale maximum within an approach that builds on stochastic distributions such as least-squares estimation (if single measurements and not arithmetic means are the basic unit of analysis, the really operative scale range as mentioned in Section 2.3, spans the entire scale, since it is likely that a few single measurements hit the ceiling). I have to leave a more thorough discussion concerning the choice for the optimum $O$ for future research.

One could set $O$ equal to the score of the candidate with the highest acceptability value, i.e., $O=\max \left(\bar{X}_{j}\right)$. However, we need to take into account that our theoretical framework builds on the premise that all sentences violate some constraint, a premise that this approach shares with standard OT. Only the total violation costs differ. Since violation costs must be positive $\left(k_{m} \in R^{+}\right), O$ must be greater than the highest acceptability value, i.e., $O>\max \left(\bar{X}_{j}\right)$. We can assume that the best candidate, i.e., the fully unmarked case, violates constraint(s) that have a negligible, or very low violation cost. Thus, I set this cost to a very low value, namely the smallest measurement unit in the graphic rating test, which is one percent of the scale length $l .{ }^{30}$ In sum, the optimum of the candidate set $O$ takes into consideration the psychometric nature of the test, the focus on mean values, and the theoretical premise of a negligible violation cost for the unmarked case. The fact that the optimum is linked to $\max \left(\bar{X}_{j}\right)$ also reflects the fact that the optimality of a sentence cannot be evaluated in isolation but only within a candidate set. It is calculated as follows. ${ }^{31}$
$O=\max \left(\bar{X}_{j}\right)-u$, where $u$ is the smallest measurement unit in the graphic rating test.
(62) expresses another side condition of the system of linear equations. If we substitute $O$ in (60) by the right side of equation (62), bring $K_{m}$ to the left hand side, and eliminate $\bar{X}_{m}$ we obtain (63); note that $\bar{X}_{m}=\max \left(\bar{X}_{j}\right)$, since (62) applies only to the equation with the highest acceptability value.

$$
\begin{equation*}
K_{m}=u \text {, where } K_{m} \text { is the total violation cost of the sentence } S_{m} \text { with } \tag{63}
\end{equation*}
$$ the acceptability value $\bar{X}_{m}$, with $\bar{X}_{m}=\max \left(\bar{X}_{j}\right)$.

Given the present test design where $u=1$, the total violation cost $K_{m}$ equals to 1 for the constructions with the highest acceptability value in each candidate set. These are the constructions with in situ c-focus, (38e) for Catalan and (39e) for Spanish.

[^9]
### 4.3. Challenges

Before addressing the difficulties in solving a system of linear equations with many equations and unknowns, I start with a simple system of equations as in (64) (we have seen many of those in school). We can solve it, by using the laws of elementary algebra in order to eliminate variables: First by solving the top equation for $x$ in terms of $y$, then by substituting this expression for $x$ in the bottom equation which gives $y=1$, finally by substituting it back into the top equation for $x$ which gives $x=1.5$.

$$
\begin{align*}
& 2 x+3 y=6  \tag{64}\\
& 4 x+9 y=15
\end{align*}
$$

This system of equations avoids a number of challenges, because it has a unique solution, and we only need paper and pencil to solve it. However, the problems are often more complex in engineering, physics, chemistry, computer science, economics, and other disciplines in which linear algebra plays a prominent role; the same applies to the present linguistic problem of a model based on numerical violation costs.

The foremost challenge is to try to obtain a solvable system of linear equations. When, say, a mechanical engineer needs to build a system of linear equations for an empirical problem, she/he needs to perform prior theoretical work in order to achieve a meaningful and solvable system, e.g. some variables might be excluded from the model or new ones added, or some data excluded or new data included in order have less or more equations.

Challenge 1: a solution set with a single unique solution. If we seek concrete numbers, in this case exact violation costs for each constraint, we need a system with as many equations as unknowns. A system with fewer equations than unknowns has to be avoided which usually has infinitely many solutions (such solution sets can be useful, but not for our purpose). Likewise a system with more equations than unknowns has to be avoided which usually has no solution (unless an approach of statistical approximation is adopted). This requirement imposes on us the limitation of working only with tableaus with as many sentences as constraints.

Challenge 2: a consistent system of linear equations. However, same number of equations and unknowns does not automatically mean that there is a solution. In the case of empirical measurements, the major challenge is the inconsistency problem, which means that the equations do not possess a common solution. In these cases, the equations lead to a contradiction, e.g. to a statement such as $0=2$. In order to achieve consistency, one needs a system of equation where the left-hand sides are linearly independent. Given two matrices $A$ and $B$, the question is whether a unique matrix $X$ exists such that $A X=B$ or $X A=B$ (for algeabraic details, see Lay 2005). A first theoretical model (based, for ex-
ample, on a presumed set of constraint violations in a tableau, or on some physical rules in an engineering problem) might seem plausible, but the calculation could show that it is inconsistent. Then, the model must be tweaked to make it solvable which is often an important step in the whole process (again, this applies to an algebraic and not to a statistical approach which would work with approximations). Still, one might not be able to find a consistent system of linear equations, at least one that is also conceptually satisfying. An important point is that not every empirical problem, not every tableau of sentences and constraints can be handled with a system of linear equations, and we will not know it before we have not tried to model it.

Challenge 3: side conditions. One might come up with a consistent system of linear equations which has a unique solution, but which does not respect possible side conditions. An important side condition in the case of constraint violation tableaus is $K_{m} \in R^{+}$according to which violation costs must not be negative.

Once the conceptual work is done, how do we actually solve a system of linear equations? Systems of three or four equations can be readily solved by hand, but larger systems normally require computers that apply specific algorithms (usually a modified version of Gaussian elimination for matrix decomposition or an iterative method). The solutions to the two systems of linear equations in the present study were computed with the software MATLAB 7.4.

### 4.4. The heuristic character

Given the above-stated challenges, building a system of linear equations for empirical measurements does not work "out-of-the-box". As already stated, the major challenge is the inconsistency problem. We need to add another variable (henceforth called $z$ ) to the system that is either considered as a noise variable or interpreted like the other predefined variables, i.e. interpreted as a constraint. This approach requires a system that has one more equation than unknowns, because $z$ will take the slot of the last unknown. The idea is to try to obtain a solvable system by adding the unknown $z$ to one or more of the equations. ${ }^{32}$ The heuristic character resides in $z$, in the fact that it is inserted (and interpreted) post hoc according to both a quantitative criterion included in an algorithm, and a criterion of interpretability. The unknown $z$ can be seen as a "missing piece of a puzzle", and like in a real puzzle we only get an idea

[^10]of its shape once the whole rest is in place. On a technical level, there is some resemblance between the unknown $z$ and what Potts et al. (2010) call margin of separation $a$ in their linear programming model for harmonic grammar: They are arbitrary elements that help to make equations (or inequations in the case of Potts et al. 2010) solvable. However, the unknown $z$ differs by its heuristic idea, i.e. by suggesting the hypothesis of a missing constraint.

How is the unknown $z$ applied in solving systems for numerical violation costs? $z$ is required to be as small as possible, which I also derive from the idea that it is the last missing piece. Concretely, the Euclidian distance $|z|$ is minimized, and $z$ is added to the minimal number of equations (ideally $z$ is only added to a single equation). The unknown $z$ is introduced according to the following algorithm. Step (iv) is optional, i.e., it depends on the researcher whether there is the possibility of a second, more permissive pass, or not.
(65) Seek a consistent system of linear equations respecting all side conditions by:
(i) Starting with $n=1$
(ii) Adding the smallest possible $|z|$ to $n$ equations.
(iii) Recursing over $n=n+1$ going back to step (ii), if (a) the system of linear equations has not been solved or (b) $z$ is smaller than the negated threshold of interpretability $z<-3 u$
(iv) Making once a new trial starting over at (i) but dropping the condition (iiib), if the system of linear equations has not been solved.

The unknown $z$ can be interpreted in two different ways: $z$ can be regarded as an irrelevant element of the quantitative model. We would then assume that we do not lose any relevant information if we simply ignore it; it is the noise and not the meaningful signal. Alternatively, one can also consider $z$ to be a meaningful element, which is yet unexplained. I suggest including both alternatives with a threshold approach. If $|z|$ is below a threshold, it is not interpreted. If it is above this value, it is interpreted. The idea of a threshold of interpretability is often used in heuristic quantitative methods. ${ }^{33}$ I set this threshold to $3 u$, i.e., to three measurement units of the graphic rating test, which would correspond to a very small violation cost. Given that $u=1, z$ is considered as noise if $|z|<3$, otherwise I seek an interpretation for it.

[^11]Whenever one has to interpret post hoc a variable in a heuristic method, it is possible that there is no plausible interpretation. There are two ways to deal with such a situation. Either, one considers $z$ in this case as noise, too (though the level of noise is higher than the threshold). Or one rejects the solution for $z$, going back to the algorithm in (65) further recursing over $n=n+1$. Importantly, if $z$ is interpreted as a constraint, the side conditions for constraints apply, i.e., $\left\{k_{m}, z\right\} \in R^{+}$. If $z$ is seen as noise, it can also have a negative value. Note that a $z$ which is smaller than the negated threshold of interpretability ( $z<$ $-3 u$ ) cannot be a constraint (because it is negative), although the Euclidean distance is above the threshold of interpretability $(|z| \geq 3)$. Condition (iiib) excludes this case. Only if no solution can be found otherwise, this condition can be dropped in the optional step (iv), and the algorithm would restart, this time accepting larger noise.

It commonly happens in such algebraic approaches that the system of equations cannot be solved. In this case, the only possibility is to come up with a modified set of constraints, i.e., modify the tableau. Of course, it is not always possible to change constraint definitions, which also build on previous work, and one might have to conclude that a specific tableau cannot be modeled with a deterministic system of linear equations. ${ }^{34}$ These are the limitations of the approach. With regard to the tableau for Catalan (Section 4.5) it worked seamlessly, with regard to the tableau for Spanish (Section 4.6) it required a rather minor modification of the original constraint set.

What does the strategy of adding an unknown mean for the general methodology of this approach? Building systems of linear equations is then not only a method for determining the violation costs of a set of predetermined constraints, but it also becomes a way of discovering a new, missing constraint by assigning a meaning to $z$. It has already been mentioned that heuristic approaches can assist to identify constructs that underlie a quantitative pattern that is too complex to be grasped by the naked eye. Nuanced acceptability judgments of a set of sentences are of this type. We are able to carefully inspect judgment patterns such as the one in Figure 2 and formulate hypotheses on a set of constraints. But we still miss the level of detail and complexity inherent to the metrical nature of the judgments and the number of sentences involved. This is exactly where heuristic quantitative approaches come into play. This approach allows us to uncover elements that we might not have captured with the initial constraint set. It gives us the violation cost of an unknown constraint represented by $z$, which we then try to interpret (if $z$ is not considered as noise).

[^12]In the following I will first try to apply the deterministic approach as outlined above to the candidate set of Catalan sentences, and then to the candidate set of Spanish sentences.

### 4.5. Constraint violation costs for Catalan

Based on the idea that the sum of all constraint violation costs cumulate, we can model the markedness differences between the sentences (38a) to (38h) with seven constraints: CP-VS, CP-LEFTFOc, *[VPSUBJ $\phi$ FOC], Fullint, StAY- $\phi,{ }^{*} \operatorname{COPY}_{[+\mathrm{F}]}$, and $\mathrm{FOCP}_{\mathrm{C}-\mathrm{F}}$. The first column in Table 2 indicates the sentence number, and the second column the acceptability value obtained by the sentence (these values were already displayed in the line charts in Figure 3). The leftmost constraint in the table (CP-VS) is supposed to have the highest, the rightmost one the lowest violation cost. $\mathrm{FocP}_{\mathrm{c}-\mathrm{F}}$ has the $\operatorname{cost} k_{1},{ }^{*} \mathrm{Copy}_{[+\mathrm{F}]}$ has the cost $k_{2}$, Stay- $\phi$ has the cost $k_{3}$, FullInt has the cost $k_{4}, *[v$ PSubj $\phi$ Foc $]$ has the cost $k_{5}$, CP-LeftFoc has the cost $k_{6}$, and CP-VS has the cost $k_{7}$. The sentences are ordered such that the one which violates the, presumably, lowest ranked constraint is in the first row and the one which violated the, presumably, highest ranked constraint is in the last row. This ordering represents the initial hypothesis in terms of ranking position, building on the analyses in Section 3. If the system of equations can be solved, the solution will not only indicate the real ranking but also the exact violation costs (thereby also the different distances between the constraints).

Table 2: Constraint table for Catalan

|  | $\bar{X}_{j}$ | $n$ 3 0 0 | $\begin{aligned} & \text { U } \\ & \text { O } \\ & \text { H } \\ & \text { H } \\ & \text { H } \\ & \text { U } \end{aligned}$ | $\begin{aligned} & \theta \\ & \frac{1}{4} \\ & \sqrt{4} \end{aligned}$ | $\begin{aligned} & \underset{Z}{Z} \\ & \underset{3}{3} \\ & \text { 号 } \end{aligned}$ |  |  | 岮 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (38e) | 69.2157 |  |  |  |  |  |  | * |
| (38a) | 65.8137 |  |  |  |  | * |  |  |
| (38f) | 60.3235 |  |  |  | * |  |  | * |
| (38g) | 59.7353 |  |  | * |  |  |  | * |
| (38b) | 59.3235 |  |  |  | * | * |  |  |
| (38h) | 46.7451 |  |  | * | * |  | * | * |
| (38d) | 45.2059 |  | * |  | * | * |  |  |
| (38c) | 38.6176 | * | * |  |  | * |  |  |

Based on (61), we obtain the following system of linear equations for the eight sentences and the seven constraints of the tableau.
a. $\quad 69.2157=O-k_{1}$
$65.8137=O-k_{2} \quad$ (equation to (38a), Table 2)
c. $60.3235=O-k_{4}-k_{1} \quad$ (equation to (38f), Table 2)
d. $59.7353=O-k_{3}-k_{1} \quad$ (equation to (38g), Table 2)
e. $\quad 59.3235=O-k_{4}-k_{2} \quad$ (equation to (38b), Table 2)
f. $\quad 46.7451=O-k_{5}-k_{4}-k_{3}-k_{1} \quad$ (equation to (38h), Table 2)
g. $\quad 45.2059=O-k_{6}-k_{4}-k_{2} \quad$ (equation to (38d), Table 2)
h. $38.6176=O-k_{7}-k_{6}-k_{2} \quad$ (equation to (38c), Table 2)

According to (62), $O=70.2157$. According to (63), $k_{1}=1$. Applying the algorithm in (65), the above system can be solved by adding the unknown $z$ to (66e).

$$
\left.\left(66 \mathrm{e}^{\prime}\right) \quad 59.3235=O-k_{4}-k_{2}+z \quad \text { (equation to (38b), with } \mathrm{z}\right)
$$

The solution to the system of linear equations, with ( $66 \mathrm{e}^{\prime}$ ) instead of (66e), unveils the violation costs $k_{m}$ for each constraint $c_{m}$, and is given from highest to lowest in (67). We obtain $z=2.402$. Given that $|z|<3$, it is below the threshold of interpretability set above. It is therefore ignored in the model and treated as non-essential information or noise.

$$
\begin{array}{cccc}
\text { CP-VS } \gg \text { CP-LEFTFOC } \gg \text { STAY- } \phi \gg \text { FULLINT }  \tag{67}\\
k_{7}=15.5 \quad k_{6}=11.7 \quad k_{3}=9.5 \quad k_{4}=8.9 \\
\gg \operatorname{COPY}_{[+\mathrm{F}]} \gg & *[\text { VPSUBJ } \phi \text { FOC }]>\mathrm{FOCP}_{\mathrm{C}-\mathrm{F}} \\
K_{2}=4.4 & k_{5}=4.1 & K_{1}=1
\end{array}
$$

We see that in Catalan CP-VS has a high violation cost, ${ }^{*} \operatorname{COPY}_{[+\mathrm{F}]}$, *[VPSUBJ $\phi$ Foc] (and of course $\mathrm{FOCP}_{\mathrm{C}-\mathrm{F}}$ ) have rather low violation costs, while Fullint, Stay- $\phi$, and CP-LeftFoc are in an intermediate range.

### 4.6. Constraint violation costs for Spanish

A different version of CP-VS applies to Spanish than to Catalan according to the definition (53) in Section 3.2. It is not only violated by the topic-focus construction (39c). Unlike in the Catalan tableau, CP-VS is also violated by (39a) which only projects FocP.

The system of linear equations for the sentences (39a) to (39h) and the seven constraints reads as follows (according to (62): $O=75.5943$; according to (63): $k_{1}=1$ ). Again, $\operatorname{FocP}_{\mathrm{c}-\mathrm{F}}$ has the cost $k_{1},{ }^{*} \operatorname{Copy}_{[+\mathrm{F}]}$ has the cost $k_{2}$, Stay $\phi$ has the cost $k_{3}$, FullInt has the cost $k_{4}, *[\nu \mathrm{PSubj} \phi \mathrm{Foc}]$ has the cost $k_{5}$, CP-LeftFoc has the cost $k_{6}$, and CP-VS has the cost $k_{7}$.

Table 3: Initial constraint table for Spanish

|  | $\bar{X}_{j}$ |  | 0 0 0 0 0 0 0 0 $\#$ | $\begin{aligned} & \pi \\ & > \\ & n_{1}^{\prime} \end{aligned}$ | $$ | $\begin{aligned} & 0 \\ & \frac{i}{c} \\ & \stackrel{i}{5} \end{aligned}$ |  | $\begin{aligned} & \text { L } \\ & \text { 它 } \\ & 0 \\ & 0 \\ & \text { IL } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (39e) | 74.5943 |  |  |  |  |  |  | * |
| (39g) | 69.7736 |  |  |  |  | * |  | * |
| (39b) | 61.8491 |  |  |  | * |  | * |  |
| (39f) | 55.5755 |  |  |  |  |  | * | * |
| (39a) | 53.7925 |  |  | * | * |  |  |  |
| (39d) | 52.7075 | * |  |  | * |  | * |  |
| (39h) | 44.0000 |  | * |  |  | * | * | * |
| (39c) | 41.8302 | * |  | * | * |  |  |  |


| a. | $74.5943=O-k_{1}$ |
| :--- | :--- |
| b. | $69.7736=O-k_{3}-k_{1}$ |
| c. | $61.8491=O-k_{2}-k_{4}$ |
| d. | $55.5755=O-k_{4}-k_{1}$ |
| e. | $53.7925=O-k_{7}-k_{2}$ |
| f. | $52.7075=O-k_{6}-k_{2}-k_{4}$ |
| g. | $44.0000=O-k_{5}-k_{3}-k_{4}-k_{1}$ |
| h. | $41.8302=O-k_{6}-k_{7}-k_{2}$ |

(equation to (39e), Table 3) (equation to (39g), Table 3) (equation to (39b), Table 3) (equation to (39f), Table 3) (equation to (39a), Table 3) (equation to (39d), Table 3) (equation to (39h), Table 3) (equation to (39c), Table 3)

The system of linear equations (68a) to (68h) remains inconsistent. The algorithm in (65) does not succeed. It is therefore necessary to modify the tableau, in order to obtain a different system of linear equations. One of the constraints, namely CP-VS given in (53), comes in different versions: We have a "more permissive" version (proposed in Section 3.2 for Catalan), violated only in case the CP layer has more than one projection and $\mathrm{V}^{0}$ dominates the subject, and a "less permissive" version, already violated with a CP layer of 1 projection and if $\mathrm{V}^{0}$ dominates the subject (proposed in Section 3.2 for Spanish). I therefore suggest building a modified system of linear equations based on the more permissive version of CP-VS. It is in my opinion a tolerable modification, although it is obviously a trade-off. The markedness of (39a) cannot be explained by the permissive version of CP-VS, any more. However, we will see that the unknown $z$ now comes into play in a more prominent manner. It can "compensate" to some degree the loss of conceptual clarity, by introducing a new theoretical element. Below is the modified tableau, which only differs from Table 3 in that (39a) does not violate CP-VS.

Table 4: Modified constraint table for Spanish

|  | $\bar{X}_{j}$ |  | 0 0 0 0 0 0 0 0 0 $*$ | $\begin{aligned} & n \\ & 1 \\ & 0 \\ & 0 \end{aligned}$ | $$ | $\frac{\theta}{\frac{1}{k}}$ |  | L U U O I |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (39e) | 74.5943 |  |  |  |  |  |  | * |
| (39g) | 69.7736 |  |  |  |  | * |  | * |
| (39b) | 61.8491 |  |  |  | * |  | * |  |
| (39f) | 55.5755 |  |  |  |  |  | * | * |
| (39a) | 53.7925 |  |  |  | * |  |  |  |
| (39d) | 52.7075 | * |  |  | * |  | * |  |
| (39h) | 44.0000 |  | * |  |  | * | * | * |
| (39c) | 41.8302 | * |  | * | * |  |  |  |

Applying the algorithm in (65), the equations based on the modified tableau, where $k_{7}$ is not part of the equation (69e) concerning sentence (39a) any more, can now be solved: The algorithm is successful at its second recursion, and the unknown $z$ is added to equations ( 69 d ) and (69e). The final system of equations is given below. Note that $z$ has been added to equation ( 69 e ), i.e., we have reasons to believe that the markedness of (39a) is now explained differently. Although we were "forced" to use a different version of CP-VS, there might also be an advantage in the modification of the model: We now use exactly the same constraint set for Catalan than for Spanish, which makes the direct comparison of the results easier.
a. $\quad 74.5943=O-k_{1}$
b. $\quad 69.7736=O-k_{3}-k_{1}$
c. $\quad 61.8491=O-k_{2}-k_{4}$
d. $\quad 55.5755=O-k_{4}-k_{1}-z$
e. $\quad 53.7925=O-k_{2}-z$
f. $\quad 52.7075=O-k_{6}-k_{2}-k_{4}$
g. $\quad 44.0000=O-k_{5}-k_{3}-k_{4}-k_{1}$
h. $\quad 41.8302=O-k_{6}-k_{7}-k_{2}$
(equation to (39e), Table 4)
(equation to (39g), Table 4)
(equation to (39b), Table 4)
(equation to (39f), Table 4)
(equation to (39a), Table 4)
(equation to (39d), Table 4)
(equation to (39h), Table 4)
(equation to (39c), Table 4)

The solution to the system of linear equations unveils the following violation costs $k_{m}$ for each constraint $c_{m}$, shown in (70). This time the value for $z$, added to the equations to (39a) and (39f), is above the threshold of interpretability: $z=13.5$. Given that $|z| \geq 3$, we do not see it as noise but as a meaningful element. It is included among the constraints in (70), though still as a question mark.

$$
\begin{aligned}
& \text { *[VPSUBJфFOC] } \gg \text { CP-VS } \gg \text { CP-LEFTFOC } \\
& k_{5}=20.3 \quad k_{7}=16.3 \quad z=13.5 \quad k_{6}=9.1
\end{aligned}
$$

$$
\begin{aligned}
& k_{2}=8.3 \quad k_{4}=5.5 \quad k_{3}=4.8 \quad k_{1}=1
\end{aligned}
$$

### 4.7. FocusProminence and FocusSaliency

We need to identify an unknown constraint suggested by the quantitative analysis, with a violation cost of at least medium size, ranked lower than CPVS but higher than CP-LEFTFOC. It is violated by the sentences (39a) and (39f), because it was added to their respective equations. What property do (39a) and (39f) have in common? Or, what rule do these two sentences violate that the other sentences do not? Before getting to this point, I want to recall that one prominent characteristic of information packaging is the association of intonational prominence and focus. I again refer to Büring and GutiérrezBravo's (2001) FocusProminence constraint in (35) (a reformulation of Zubizarreta's 1998: 21 FPR), which I repeat in (71).

FocusProminence:
Focus is most prominent.
As it is formulated, (71) is inviolable. Its violation leads directly to ungrammaticality, if not ineffability or absolute ungrammaticality in the sense of Fanselow and Féry (2002: 268). Prosodic prominence essentially corresponds to the correct assignment of F -marking based on the principle that $[\mathrm{X}]_{\mathrm{F}}$ is prosodically more prominent than [Y].

I assume that prosodic prominence does not only have a categorical realization, based on the distinction $\pm \mathrm{F}$ as reflected by (71), but also a gradient realization, based on the degree of intonational saliency of the phonetic realization of a focused constituent in its environment. If the saliency is insufficient, the construction is more or less marked, but not ungrammatical. I call this constraint FOCUSSALIENCY which has a violation cost of $z=13.5$ and which takes the place of the question mark in (70). The idea is that a context in which intonational focus marking does not receive enough prominence leads to violation of (72).

## FocusSaliency:

Focus is intonationally salient.
(72) is in line with studies in segmental phonology on the role of perceptual saliency. To give one example, Côté (2007) proposed that the likelihood of schwa (ə) omission in French correlates with the relative salience of the sur-
rounding consonants, i.e. consonants become increasingly marked as they appear in contexts where the cues that permit listeners to detect their presence become weaker or fewer in the absence of schwa. ${ }^{35}$

What the Spanish constructions (39a) and (39f) have in common, is the fact that (i) the subject is adjacent to the c-focused object, and (ii) there is defocalized VP-material after the c-focus, namely the locative adjunct. The other constructions do not have both properties at the same time. With respect to (i), overt subjects are generally intonationally salient elements in Spanish, whether they are focus-prominent or not. It is not surprising that a number of word orders exist where nuclear stress must fall on the overt subject, i.e. where no other element can be focus (Zubizarreta 1999: 4233ff.). (39a) and (39f) are not among the constructions in which nuclear stress rigidly falls on the subject, but the fact that the subject is adjacent to the c-focused object nevertheless lowers the intonational saliency of the latter. As regards (ii), Catalan presumably allows more easily larger chunks of defocalized material and allows for freedom in the order of defocalized XPs, which Spanish does not as the examples (23) to (26b) further above have shown. Importantly, it is easier and more common in Catalan than in Spanish to fully deaccent defocalized material. Therefore the degree of intonational saliency of the c-focused object is lower in Spanish if other verbal constituents follow it because the latter are not deaccented. Neither of the criteria (i) and (ii) by itself seriously diminishes intonational saliency, but if the two co-occur, then its effect becomes manifest and FocusSaliency is violated. This also explains why FocusSaliency plays a role in the constraint set for Spanish but not for Catalan.

The difference between FocusProminence in (71) and FocusSaliency in (72) is the fact that the first is non-violable and being related to the focus feature F, syntactic in nature. The latter is violable, and being primarily related to the intonational properties of the sentence, phonological in nature. In terms of a model of cumulative constraint violation, (71) is ranked very high if not highest and thus associated with a very high violation cost. (72) is ranked lower and its violation is not so costly that it would make the sentence ungrammatical right away. The violation of Focus Saliency does not mean that FocusPromiNENCE is violated (as in the examples (39a) and (39f)), but the violation of Focusprominence necessarily comes along with the violation of FocusSALIENCY. The difference in violability between (71) and (72) can be related to work in which a distinction between two different kinds of constraints has been proposed (Müller 1999; Keller 2000; Coetzee 2004). ${ }^{36}$

[^13]
### 4.8. Results in comparison

Figure 5 shows the values of the constraint violation costs for both Spanish and Catalan in a line chart. Note that the line for Catalan is interpolating from CP-VS to CP-LeftFoc, because FocusSaliency is not included in the set of constraints.


Figure 5: Constraint violation costs in comparison

In Spanish *Copy[+F] has a medium but Stay- $\phi$ a low violation cost. We find the opposite pattern in Catalan. Furthermore, *[VPSUBJ $\phi$ Foc] shows the largest contrast. Its cost is very high in Spanish and low in Catalan. The hierarchy of the constraint violation costs for Spanish in (70) differs from Gabriel's (2007: 300) constraint ranking in (36). He identified AlignFoc, Fullint, and STAY- $\phi$ as the main constraints that can account for word order variation. One should be prudent with a direct comparison because, unlike the constraints in (70), his hierarchy is not based on a mechanism of constraint cumulativity. However, it is interesting to note that Fullint and Stay- $\phi$ reveal low in violation cost, and that AlignFoc is not included at all in the present analysis.

Let us turn again to the general debate on focus in Spanish (for which we find compared to Catalan more literature and opinions). It seems that the picture on focus and word order in Spanish might be more complex than what has been suggested. As regards i-focus, several authors (Hualde 2003: 160) accept $[S]_{i-F} \mathrm{VO}$ constructions or even consider it as the unmarked word order for narrowly i-focused subjects in Spanish. This contradicts the NSR for Romance (Zubizarreta and Vergnaud 2005) given in (10) above. Gabriel (2007) suggests that i-focus sometimes behaves like c-focus for which the NSR does not hold and for which the preposed position has been considered to be default. The differences in opinion on $[\mathrm{S}]_{\mathrm{i}-\mathrm{F}} \mathrm{VO}$ constructions might be due to dialectal and

[^14]microdialectal differences. However, another explanation is that at least some Spanish varieties allow different positions, possibly with nuances in markedness.

It is interesting that the systematic study of gradient acceptability judgments in the present work reveals that the preferred order for c-focus in the Spanish variety in Catalonia is not the preposed position. Rather, the in situ $\mathrm{SV}[\mathrm{O}]_{\mathrm{c}-\mathrm{F}} \mathrm{P}$ and the sentence-final focus position $\mathrm{SVP}[\mathrm{O}]_{\mathrm{c}-\mathrm{F}}$ are the unmarked cases. One can consider the hypothesis that the Spanish variety of Catalonia works differently with respect to the position of c-focus. However, if we do not adopt this hypothesis, then we are observing a picture in which preposed i-focus and cfocus do behave differently but, somewhat ironically, in the opposite way than what has been suggested: The preverbal position can be the unmarked position for narrowly i-focused subjects and the marked position for c-focus. Future research can settle this issue by dialectal studies between Spanish varieties in which the type of focus (i-focus, c-focus) and the focused argument (subject, object) are systematically varied.

Another open issue is the motivation of the movement. While we have observed different degrees of markedness for in situ and preposed c-focus in Spanish (though no difference in terms of well- and ill-formed), the results on Catalan reveal that there is no acceptability contrast whatsoever between these two fully unmarked positions. Therefore, movement of c-focus in Catalan is well compatible with the idea of optional movement. I leave this question for future research, too.

## 5. Final remarks

I come back to the mathematical approach presented in the last section, discuss the potential contribution of such a heuristic methodology and lay out its limitations. Heuristic quantitative approaches are often applied when the question we are asking is centered on model building and on the most plausible solution. The issue of finding a constraint set within a framework of cumulative violation costs represents a good field of application for a heuristic approach. First, the idea of cumulativity makes the use of mathematical tools necessary. After a certain number of constraints (unknowns) and sentences (equations), it is beyond one's cognitive capacity to "see" how violations costs might add up to explain the degree of acceptability of a sentence. It is possible to conceive this problem as a mere computational challenge. Then the adequate answer consists in a statistical algorithm such as least squares estimation, which is a proven method for solving such cases. However, it is also possible to conceive this problem as a challenge of modeling and interpretation. In this case, the heuristic mathematical approach is the adequate answer in order to explore
new concepts, possibly to create several solutions, which are compared and discussed.
The calculations in Sections 4.5 and 4.6 showed that this approach is not a magic tool. In some cases it works seamlessly like in the case of Catalan, in others it requires conceptual compromises like in the case of Spanish where we needed to apply a different version of the CP-VS constraint. And there might also be cases where it cannot be applied, because it would require some modification of the constraints that would lead to an implausible model. The main purposes of heuristic quantitative techniques is helping in finding satisfactory models and new insights, but it is not a device that just takes some input and produces some output. If one is aware of these limitations, this methodology is an enrichment of the empirical repertory of the linguist.

Finally, this work has shown the potential that lies in gradient data and concepts (in this case nuanced judgments and violation costs, but many other scenarios are conceivable in linguistics). Though we have witnessed in recent years a greater use of experimental methods for gathering fine-grained linguistic evidence, many theoretical concepts remain categorical. What seems promising to me is a direction in which we map as much as possible the richness of gradient data onto equally gradient concepts, and vice versa. Such a line of research comes with methodological challenges. A well-balanced combination of experimental techniques, inferential-statistical analyses, and heuristic approaches can prove useful here.

University of Freiburg<br>aria.adli@romanistik.uni-freiburg.de
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[^0]:    6. The underlying EPP definition is as follows: "The specifier of the highest functional head of the T-domain is filled by an overt element, by pro or by pro Expl". Similar definitions have been proposed by Gutiérrez-Bravo (2006: 44, 73) and Fernández-Soriano (2004).
[^1]:    7. The graphic rating technique is preferred over magnitude estimation (Bard et al. 1996). Magnitude estimation presupposes a scale on which the intervals are not equidistant. I think that there is not sufficient empirical evidence for this assumption which could justify a deviation from the standard linear scale (see also Featherston 2009 on the issues of equidistance and the limits of an acceptability scale).
[^2]:    8. (i) is the anchoring sentence for the Catalan, and (ii) for the Spanish test version of the gradient acceptability judgment test.
    
[^3]:    16. As with all normal distributions, the sample also contains a few cases who give substantially lower or higher ratings than the mean value. The maximal rating of 100 has been assigned by two subjects to sentence (38e) and by one subject to (39e). (38e) and (39e) are the constructions with the highest mean value. Likewise, (38c) and (39c) are the constructions with the lowest mean value. No subject rated them with 100.
[^4]:    17. The different hypotheses are calculated at $\alpha=\beta$, i.e., balanced error probabilities or "fair hypothesis testing" (Erdfelder and Bredenkamp 1994; Erdfelder 2010) with medium effect size. $\alpha$ is the probability with which the null hypothesis is erroneously rejected. The value $\beta$ is the probability with which the alternative hypothesis is erroneously rejected. Fair testing means that both conclusions are drawn on the same error probability: the acceptability of the sentences is identical (i.e., a non-significant result), or the acceptability differs (i.e., a significant result). The effect size $\varepsilon$ is the minimal difference that has to exist in order to achieve statistical significance. Controlling for $\varepsilon$ is important to avoid the situation that minimal, irrelevant differences lead to significance ( $\varepsilon$ too small), or that really large differences are still not detected by the test ( $\varepsilon$ too large). Medium $\varepsilon$ corresponds to the usual convention according to Cohen (1988). The values for $\alpha$ and $\beta$ at medium $\varepsilon$ are calculated with the software $\mathrm{G}^{*}$ Power 3 (Faul et al. 2007): We obtain for most tests $\alpha=\beta=5.6 \%$, except for main effect A ('focus position') for which we obtain $\alpha=\beta=1.9 \%$. These are small error probabilities at decent test sensitivity. The significance tests are based as usual on the F-statistics.
[^5]:    18. Main effect $C$ 'language' is not significant $(F(1,50)=0.437, p<0.000)$. This result is expected (if the instrument works reliably and the material correctly constructed) since there is no a-priori difference between the Catalan candidate set (38a) to (38h) and the Spanish one (39a) to (39h). What is different is the markedness ranking within each set.
    19. (41) is a modification of Gabriel's (2007: 244) SPEC,TP/FOC constraint in (i) according to which the fronted focus moves to TP.
[^6]:    2.4 are truly independent. This means that an analysis of variance can result in an interaction $A \times B$ even in those cases in which we find neither main effect $A$ nor main effect $B$. However, in the present algebraic approach, constraints represent aspects of grammatical structure that can be related to other aspects of grammatical structure (for example, if Fullint, and Stay$\phi$ are both violated, then $*\left[{ }_{\nu \mathrm{P}}\right.$ SUBJ $\phi$ FOC $]$ is also violated). Therefore, the constraints are not necessarily independent.
    21. The present approach does not imply that grammar is somehow governed by numbers. A model does never reflect the real world - at least I adhere to an epistemology that takes this stance (see Armatte 2005 on the relation between model and reality). An anonymous reviewer pointed out that one reason why it would not be very plausible to assume a grammar governed by numbers, is the fact that quantifiable weights must also be representable in some pre-numerical ways, referring to cultures that do not primarily work with decimal numbers. The field of ethnomathematics has been devoted to the issue of mathematical modeling across cultures (see for example Eglash 1997; Ascher 2004; Chemillier 2007), and to the issue of the conception of ordinality and ranking (Guyer 2010).
    22. (i) represents the core methodological difference and is the main point in this discussion. (ii) concerns a rather technical difference. It would be a misunderstanding to see it as a "deeper reason" for opting for the heuristic approach. One could also modify Keller's (2000) approach in order to work with absolute values.

[^7]:    23. I am most grateful to Uwe Schomburg, professor of technical mechanics at the Helmut-Schmidt-University in Hamburg, for long and inspiring discussions on the present mathematical approach. I owe important insights into modeling linear equations to him. All errors are of course mine.
    24. One might also relate this approach to a description of E-grammar, contrasting with a usagebased model (see Newmeyer 2003 on this distinction).
[^8]:    sic positivism (Lakatos 1976; see also Kiss 2006). This does not mean that evaluation and subsequent optimization are not important issues in heuristic mathematics.
    28. Given the popularity of regression analysis among linguists, some words on this technique seem necessary (see Kruskal and Majors 1989; Budescu 1993; Bring 1994): First, one has to show great care in estimating the importance of the different predictors - which is accord-

[^9]:    30. In methodological terms, this is a conservative approach meaning that the conditions under which an outcome is not interpreted, are strict. A different way to deal with this issue would consist in tying the threshold of negligible cost to data dispersion (for example, one could tie it to the standard deviation values given in Footnote 15).
    31. (62) and (63) could be stated differently if another test design, in particular another measurement instrument, was applied. For example, in case of a rating scale with a substantially higher number of measurement units (compared to the present one which runs from 0 to 100), one could consider setting the negligible violation cost to a higher value than the smallest measurement unit. Or in case of a reversed scale with high values corresponding to low acceptability, one would set $O$ to $\min \left(\bar{X}_{j}\right)+u$.
[^10]:    32. An inferential-statistical approach would work very differently. Building on the distinction between observed and predicted values, one would essentially propose the closest possible approximation to the observed values that is consistent. Each acceptability measurement would be seen as a stochastic distribution.
[^11]:    33. In factor analysis, for example, one tries to reduce a high number of items, e.g., the answers to 200 questions on a Likert scale, to a limited number of factors, e.g., 10 super-items or synthetic variables. One essentially calculates intercorrelation structures among the items. In order to interpret a factor, only those items whose correlation with the factor exceeds a certain threshold are taken into consideration. Depending on the nature of the research object and on the researcher, this threshold is usually somewhere between 0.3 and 0.7 . If the correlation falls below the threshold, the item is not given sufficient importance for the interpretation of the factor.
[^12]:    34. Similar situations can also occur with other heuristic methods, e.g., one might not be able to find a solution to a factor analysis (for a variety of problems such as multiple loadings, lack of statistical reliability of factors, etc.). One can then try to modify the original item set and then reduce the modified set by a new factor analysis.
[^13]:    35. This is why in morphological junctures the probability of schwa insertion increases, moving from /VC-CV/ (e.g., la demande [lad(ə)mãd] 'the request') to /VC-CCV/ or /VCC-CV/ (e.g., une demande [ynd(ə)mãd] 'a request').
    36. In Müller's (1999) modification of standard OT, (71) would be a grammaticality constraint
[^14]:    and (72) a markedness constraint. In Coetzee's (2004) rank-ordering model of EVAL (71) would be above the critical cut-off (that divides the constraint set into those constraints that a language is willing to violate resulting in markedness), while (72) is below it. In Keller's (2000) approach (71) would be a hard constraint and (72) a soft constraint.

